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sun.security.validator.ValidatorException: PKIX path validation failed:
java.security.cert.CertPathValidatorException: validity check failed
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0. rhv-m O 0 (vmOO)

engine-backup --scope=all --mode=backup --file=<BACKUP FILE> --
log=<L0G FILE>
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Renew certificates? (Yes, No) [No]: yesO O
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systemctl daemon-reload
systemctl restart vdsmd

00000 :systemctl restart vdsmd
0000 hostsd actived O OO (O 100)
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$ systemctl restart libvirtd
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$ vdsm-tool service-restart libvirtd
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https://bugzilla.redhat.com/show_bug.cgi?id=1946697
https://bugzilla.redhat.com/show_bug.cgi?id=1836865
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$ systemctl restart ovirt-engine
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$ sync; reboot
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engine-setup 0 OO OO0 PKIRenew OO D OO OO OOO0O OO engine-setup --
config-append=renew.conf 0 OO OO0 O OO.

renew.conf OO OO

[environment:default]

OVESETUP PKI/renew=bool:True
OVEHOST PKI GENERATENEW=bool:True
OVESETUP_ RENEW PKI=bool:True
OVESETUP PKI PRESERVE=bool:False
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