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[root@Int-SFDB-01 ~]# pcs status

Cluster name: CLSFDB

Stack: corosync

Current DC: ha-sfdb-01 (version 1.1.23-1.el7 9.1-9acfl116022) - partition
with quorum

Last updated: Mon Jan 25 13:13:46 2021

Last change: Mon Jan 25 13:13:34 2021 by hacluster via cibadmin on ha-
sfdb-01

2 nodes configured
2 resource instances configured

Online: [ ha-sfdb-01 ha-sfdb-02 ]
Full list of resources:

Resource Group: SFDBGR
res-vip (ocf::heartbeat:IPaddr2): Started ha-sfdb-02
res-mysqld (systemd:mysqld): Started ha-sfdb-02

Failed Resource Actions:
* res-mysqld start 0 on ha-sfdb-01 'unknown error' (1): call=47,
status=complete, exitreason='",

last-rc-change="'Mon Jan 25 13:08:53 2021', queued=0ms, exec=2060ms

Daemon Status:
corosync: active/enabled
pacemaker: active/enabled
pcsd: active/enabled

O00O0O OO0 OO0 OOO0O Failed Resource Actions OO0 OO OO OOO OO OOO

gooo obooob.obb obb bbb bbb bbb bbb ooob oL oobb oobo
U0 odb oobbooo.

000 00 000 000D 00D OO0 pes resource cleanup 0000 OOOO OO.

[root@Int-SFDB-01 ~]# pcs resource cleanup
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00000000 0000 000 000 000 0000 000 000 0DOO0O0 OO0 o0oao fail
good bbb oo oo bbb oo ooo.

0000000000000 0000 000 00 oogdg failure-timeout OO0 OO0
g ogo od.

ecrmUdn oo

crm _mon, crm_resource U dgd oo oooo.

# crm_resource --cleanup

* https://clusterlabs.org/pacemaker/doc/deprecated/en-US/Pacemaker/1.1/html/Pacemaker_Explai
ned/s-failure-handling.html

goon

e https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/7/html/high_availabilit
y_add-on_reference/s1l-resource_cleanup-haar
e https://access.redhat.com/solutions/2949821
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