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openvswitchll 00 vxlan O [
O O : https://bryan.wiki/277 [Bryan's Tech-Log]
Docker Host #1 Docker Host #2
Container — Container
Linux . . | Linux
Bridge docker0: 10.1.0.1/16 docker0: 10.2.0.1/16 Bridge
veth_d0 veth_d0
veth pair veth pair
veth_swi VxLAN veth_swi
Tunnel(L3)
ovs | . . | Ovs
Bridge ovs_sw0: 10.100.0.1/8 ovs_sw0: 10.100.0.2/8 Bridge
vxlan0 \TEP & _ . @VTEFP vxlan0
Host NIC .= . Host NIC
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L2 Network
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000 00,200 00O0O0O FlatO L2 Networkd OO 00O OO (SDN: Software-Defined-Network O O
OO0 OO Underlay) 00O OO0 OO DockerContainer00 OO OO ODOOOO OOO, VXLAN
O00 00 LL3OO(GDNOOOD OO Overlay)d OO0 ODOOO0 OO ODO.000 OO OOOO
O 00000000000 0O 00,000 OVSBridgel OO 00O (10.0.0.0/8)0 OO0 Linux
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Open vSwitch ( Open vSwitch
br-0 VNID=100 — br-0
'1?2.1?.-‘12’.1J_2‘4 L 172.17.42.1/24

Jed e,

Docker

Docker Docker
Container Container Container
172.17.42.3 172.17.42.10 172.17.42.1

Docker
Container
172.17.42.2

000 D00 0O0O0O0O ovsbridgeO IPO OO0 OO0 OO0 ODODOOO.0GWOOO OOO
10.100.0.1 0 O0OUO0O DOUObOD ODOobbOoOooo.

00 oo

e Flat Networkd O O O Docker Host(VM) 20
e Docker Host #1: CentOS 7.3 Minimal Server(1611 ver), 192.168.10.163/16
e Docker Host #2: CentOS 7.3 Minimal Server(1611 ver), 192.168.10.164/16

Open vSwitch 00 0O firewall O O

e openvswitchO O OO0 CentOS70 ovs OO OOO ODOODOO OO.

yum clean all
yum install -y epel-release https://www.rdoproject.org/repos/rdo-release.rpm

yum install -y firewalld docker openvswitch bridge-utils
yum update -y

systemctl start openvswitch firewalld

systemctl enable openvswitch firewalld

e VXLANOODODO OO OODO UDP 4789,8472 000 OO OOOO.firewallDODOO O 20
gob ob oo

firewall-cmd --add-port=4789/udp --add-port=8472/udp
firewall-cmd --permanent --add-port=4789/udp --add-port=8472/udp

etrusted 000 OO 10***000 000 00 OOOOO OO (docker0 OO OO 10.x.0.0/16

O0b0ob00oob0oob obobo d:10.0.0.0/8)
e 00 O:docker0 00 ODODO 172.17.0.0/16 OO 172.18.0.0/16 ... 000 O OO0ODO OO O

0000 172.16.0.0/120 00O OO
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firewall-cmd --permanent --zone=trusted --add-source=10.0.0.0/8

OO0 000 000 00 Open vSwitch Bridged VxLAN 0O [
e docker0l 000 OO0 OO OpenvSwitchO OO

[root@docker0l ~#] ovs-vsctl add-br ovs sw0

[root@docker0l ~#] ip addr add 10.100.0.1/8 dev ovs swO && ip link set dev
ovs swO up

[root@docker0l ~#] ovs-vsctl add-port ovs swO vxlanO -- set Interface vxlanO
type=vxlan options:remote ip=192.168.10.164

e docker02 000 OOO OO OpenvSwitchO OO

[root@docker02 ~#] ovs-vsctl add-br ovs sw0

[root@docker02~#] ip addr add 10.100.0.2/8 dev ovs swO && ip link set dev
ovs_ swO up

[root@docker02 ~#] ovs-vsctl add-port ovs swO vxlanO -- set Interface vxlan@
type=vxlan options:remote ip=192.168.10.163

OO0 0000 OO0 O DockerDOOO swOOO OpenvSwitchOOOOO OO0 ODOO0O OOO
0.00 OO0 OO0 OO0 0O0d vxlan0 OO VTEP(VXLAN Terminal End Point)d OO O Docker O O
OO0 O0oO0Oo PO D000 ODO0OO oOoo.

0000 000000 00000 OO0(@penvSwitchOOOO)O OO0 OO0 OO0O0ODO OO0OO
ogbob oboo oo

[root@docker0l ~]# ping 10.100.0.2

PING 10.100.0.2 (10.100.0.2) 56(84) bytes of data.

64 bytes from 10.100.0.2: icmp seqg=1 ttl=64 time=2.43 ms
64 bytes from 10.100.0.2: icmp seq=2 ttl=64 time=0.418 ms
64 bytes from 10.100.0.2: icmp seq=3 ttl=64 time=0.333 ms
64 bytes from 10.100.0.2: icmp seq=4 ttl=64 time=0.354 ms
64 bytes from 10.100.0.2: icmp seqg=5 ttl=64 time=0.410 ms
~C

--- 10.100.0.2 ping statistics ---
5 packets transmitted, 5 received, 0% packet loss, time 4001ms
rtt min/avg/max/mdev = 0.333/0.790/2.438/0.824 ms

10.100.0.1/8 0 10.100.0.2/8 0 OO ODOODLO DODOO,VXLANODOO OO Ob OO0 O OO
ogob obb O od.
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O00 000 00000 000 0000 OO0 0o, Dockercontainer(CO0 OO0 OO)O OO
OO0 LinuxBridged 0000 OO0 OO OO.0O,DockerdO0 docker0 OO OOO OO
O (Linux Bridge)O Docker0O OO0 OODOO O0OD0OODO OD0OOODO ODOOO OO OO.

0000 0O00,0 000 dockerO swOO OO OODO OO0 OO0 OO OOO,D00 OO VETH
pair00 00,00 OO0 0O000O 0OD OO O(painD0OD0 OO0 O00DO0 0O D00 OO0 OO
ug oo.

0000 Od, dockerO(Linux Bridge)d swO(Open vSwitch Bridge)d O O OO, VethPairOO OO O
00000000 0000.00000000.00000 EndPoint(CO) 0 OO0 veth doO
docker0 D OO, veth swOO swOO OO O0OODO.

[root@docker0l ~]# ip link add veth sw@ type veth peer name veth dO
[root@docker0l ~]# ovs-vsctl add-port ovs swO veth sw0
[root@docker0l ~]# brctl addif docker@ veth dO

[root@docker0l ~]# ip link set dev veth swO up

[root@docker0l ~]# ip link set dev veth dO up

docker02 000 OO OO OOD OO.EndPointd00 OO0 docker01l OO0 OO0 OO0 OOO
OO0 script00 OO0 0000 000D OO0 OO0 000 00O 00O 0O0.

[root@docker02 ~]# ip link add veth sw@ type veth peer name veth dO
[root@docker02 ~]# ovs-vsctl add-port ovs swO veth sw0
[root@docker02 ~]# brctl addif docker@ veth dO

[root@docker02 ~]# ip link set dev veth swO up

[root@docker02 ~]# ip link set dev veth dO up

00O Docker0OOU0O0O OO0 OO DODOOODOODOODOOO.

[root@docker@l ~1# ovs-vsctl show
f3c8825d-73ba-4ee5-al36-3dbl4a32e990
Bridge "ovs swO"
Port "veth swO"
Interface "veth swO"
Port "ovs swO"
Interface "ovs sw0"
type: internal
Port "vxlan@"
Interface "vxlan0"
type: vxlan
options: {remote ip="192.168.10.164"}
ovs version: "2.5.2"
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[root@docker0l ~]# brctl show
bridge name bridge id STP enabled interfaces
docker® 8000.0242f84de852 no veth doO

libvirt network [0 [

kvm guestd OO0 0O vxlanO OO0 Virtual NetworkO OO 0ODO.

000 OO0 vwnetO.xml OO O ODOOQ.

<network>
<name>vxnet0</name>
<forward mode='bridge'/>
<bridge name='ovs-sw0'/>
<virtualport type='openvswitch'/>
</network>

VXLANO OO O libvirt Virtual Networkd OO OO OO0 MTUDOO OOOO OO.
A1, VXLANDOOO O0O0OO0O 00 0000 0O Mruo i1seo0n0nono oooo oo oo
&5 . 0000000000000 000000 OO0.000 VXLANO 000 OO0 Underlay
networkD OO OO0O JumboFramed O OO0 OO OO.

000 xmlO ODOOO libvirt Virtual NetworkD OO O O.

virsh net-define vxnet0.xml

virsh net-start vxnet0
virsh net-autostart vxnet0

OO0 GuestvyMO OO vxnet0 OO OO ODOOODOO ODODO OO.

NetworkManager-ovs [0 [0 vxlan O[O

nmcli conn add type ovs-bridge conn.interface ovs-sw0

nmcli conn add type ovs-port conn.interface ovs-swO master ovs-sw0

nmcli conn add type ovs-interface slave-type ovs-port conn.interface ovs-sw0
master ovs-swO ipv4.method manual ipv4.address 10.100.0.1/24

ovs-vsctl add-port ovs-swO vxlanO -- set Interface vxlan@ type=vxlan
options:remote ip=192.168.0.102
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- 000000 0000 ovs-bridgell ovs-port, ovs-interface O O interfaced
A1) named 0000 0000 0OO0.000 OO0 kvmyvirtualnetwork OO0 OO0 OO0
L 0000 OO0 vmO network interfaceport 000 OO0 OO0 OO0 OO0 O0O0O0O O

0.

linux network-script 0 OO0 OO OO
00000 00000 linux network scriptD 0000 O0O.

[root@kvm31l network-scripts]# vim /etc/sysconfig/network-scripts/ifcfg-
ovsbro
DEVICE=ovsbro
ONBOOT=yes
DEVICETYPE=o0vs
TYPE=0VSBridge
BOOTPROTO=static
IPV6INIT=no
DELAY=0
IPADDR=10.10.10.1
PREFIX=8
HOTPLUG=no

00 000 DO0O00O OoO0DO OO0 00 0b0o0o0O0 oobOOo.o0bo boNCh ODoo ooo
oogoo.

[root@kvm31l network-scripts]# vim /etc/sysconfig/network-scripts/ifcfg-
enol6777736

HWADDR="00:0C:29:62:F9:D3"

TYPE="0VSPort"

DEVICETYPE="ovs"

0VS BRIDGE="ovsbr0"

BOOTPROTO="none"

NAME="en016777736"
UUID="5cc31ab7-c26d-48b6-89f2-a7c933d53cbh8"
ONBOOT="yes"

NM CONTROLLED="no"

vxlaninterfaceO OO OO0 O0O.

DEVICE=vxnet0
ONBOOT=yes
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DEVICETYPE=o0vs

TYPE=0VSTunnel

0VS_ BRIDGE=ovsbr0

0VS TUNNEL TYPE=vxlan

OVS TUNNEL OPTIONS="options:remote ip=192.168.0.31"

00000 ovsforlegacy network-script 00 OO0 OOQOO.

Ooon

https://bryan.wiki/277
https://bryan.wiki/279
https://www.joinc.co.kr/w/man/12/0OpenVSwitch/VXLAN

https://blog.christophersmart.com/2020/07/27/how-to-create-linux-bridges-and-open-vswitch-bri
dges-with-networkmanager/

e https://blog.oddbit.com/post/2020-02-15-configuring-open-vswitch-with/

NetworkManager-ovs

# subscription-manager repos \
--enable="rhel-7-server-rpms" \
--enable="rhel-7-server-extras-rpms" \
--enable="rhel-7-server-ose-4.6-rpms" \

--enable="rhel-7-server-optional-rpms" \ <--- Add for
"NetowrkManager-ovs" package
--enable="rhel-7-fast-datapath-rpms" <--- Add for

"openvswitch2.13" package

e https://developer.gnome.org/NetworkManager/stable/nm-openvswitch.html
e https://blog.oddbit.com/post/2020-02-15-configuring-open-vswitch-with/
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