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Create Load Balancer
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Create Load Balancer
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000 O0O,Amphorall OO OO0 OO0 O OO ingress 00O (UDP/5555 0 egress:TCP/9443)0 [
Odd o0 oouoo ooogoad.

gob obbdg oobogdg oag -«

100.000 oobo ooo

$ /opt/rocky/octavia/diskimage-create/diskimage-create.sh -i ubuntu

$ openstack image create amphora-x64-haproxy \
--public \
--container-format=bare \
--disk-format gcow2 \
--file /opt/rocky/octavia/diskimage-create/amphora-x64-haproxy.qcow2 \
--tag amphora

200. 000 00O OO0 D00 o000 Obbbb O OO0 bbb oo oooo ooo.
[controller worker] amp image owner id, amp image tag

[controller worker]

amp_image owner id = 9e4fel3a6d7645269dc69579c027fde4d
amp image tag = amphora

amphoral0 ODO0O OOOO OO :

100.amphorall0 OOOO OO OO OO

$ openstack security group create amphora-sec-grp --project <admin project
id>

$ openstack security group rule create --remote-ip "0.0.0.0/0" --dst-port
9443 --protocol tcp --ingress --ethertype IPv4 --project <admin project id>
amphora-sec-grp

$ openstack security group rule create --remote-ip "0.0.0.0/0" --dst-port
5555 --protocol udp --egress --ethertype IPv4 --project <admin project id>
amphora-sec-grp

200.amphora 00 OO OO

[controller worker]
amp secgroup list = <amphora-sec-grp id>
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LoadBalaner O OO 0O O
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CLI:

$ openstack loadbalancer create --vip-subnet-id 1lb-vip-subnet --name 1bl

API:

POST /v2.0/1baas/loadbalancers

ugd of:

{

"loadbalancer": {
"vip subnet id": "c55e7725-894c-400e-bd00-57a04aele676",
“name": "1lbl",
"admin_state up": true

}
}
ao:
{

"loadbalancer": {
"provider": "octavia",
"flavor id": "",
“description”: "",

“provisioning status": "PENDING CREATE",

"created at": "2018-10-22T02:52:04",

"admin state up": true,

"updated at": null,

"vip subnet id": "c55e7725-894c-400e-bd00-57a04aele676",
“listeners": [1],

"vip port id": "6629fef4-feld4-4b41-9b73-8230105b2e36",
"vip network id": "1078e169-61cb-49bc-a513-915305995bel",
"vip address": "10.0.1.7",

"pools": [1],

“project id": "2e560efadb704e639ee4bb3953d94afa",
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id":

"operating status":
“name" :

"5bcf8e3d-9e58-4545-bf80-4cOb905a49ad",

II'LblII

"OFFLINE",

Create LBO Octavia APIUMLOOOOO :

i
“loadbalancer: {

*admin_state_up®: trus

3

octavia_apl

POST

[(Check that the user is sutharized to do an action in this object ™)

[vslidata vip regquest chjactle g. pert. network. subnet) )

(e.q. in_use_health_ma
far

nftor. in_use_load_batancer. in_use_listener. in_use_member, in_use_pool}

This method makes sure the projectle.g. admin, deme) has avalable quata DI

the resowce and updates the quata to reflect the new Ussage.

Create loadbalancar and vip database record )

1. auth_validate_action

U

2. validate_vip_request_abject

L‘=

d the deiver early as it also provides validationle.g, amphora)

i

o

ot DB sessisn{autacommit=False}

i

heck_queta met

>

nm% oW neuton

repositonies

Ture or False

project | ld- Drvml id)

Uf not quotas]
self.quotas.updatalsession. project id. quotas {})

NOTE: Get the latest database records through lock

ueries
lock_sostion. queryimadals Quatas) fiter_bylpreject_wd=propact_ud) with_for_updatal) frat()

]  check current quota to meet needs

| 1. Prepare create load balancer data object(Dict)

5. selfrepasiaries create_load_balancer_and_vip

[NOTE: See if the providar driver wants to create the w17 port B

6. driver craate_vip_port

netwark_drver allocate vigllead balancer)

ek,

T Toa0_balancer.vip port_1al
self.get,_pontlload balancerip.port jd)

retum port

salf. Tnn_{u_\ﬂp[pnm load_balancer), Associate Ve, Port and L8 ¢

[

self.nevtron_chent create_port(pon)

| .recum port

seff,_port_ta viplport, load_balancer), Associate Vi2, Port and LB

Sener o poaiE
7. Graph create the listeners and pocls that belong to LB
=

8. Prapare the data for the driver data model

i sessian.addivip). session beginisubtransaction:

self chent.cast({}, ‘create load_balancer’, **payload) )

i
loadbalancer®: {
ronder: ‘amphara®,
mr_xd" -
descrption®: =,
“prowisioning_status": "PENDING,_C

*admin_state up" true,
'\mdmd at*wll,
ey il

o 4

'Mfelsasdrﬁﬁzwﬂ(ﬁawsmziidzl'
8-11-05T02:34:14°,

b2 befo.

9. Sanding create Load Balancer to providerl el

RESP 202

create lodd balancer |

72.16.1.18%

“operating_status®: “OFFLINE",
“name: "Ib1"

10368ed-a0d2-423d-9cde-abofefde2040".
*d25aB665-237b-47d5-ac86-500079eb0d0e”,

jact Sedfel 1067645 2608c6057 002 Tided”,
i "08314561.6511. 082 b 33.aaFLaFSS e,

£

octada_cw  nEUtran

repesiteries

2. validate vip request objectD UMLO O OOOO ODOOOO .
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06:29 0

User octavia_api octavia_cw neutron
b \

! 2. validate_vip_request_object

IVaIidate vip request object(e.g. port, network, subnet) E1 (e

alt / [if load_balancer.vip_port_id]

_validate_port_and_fill_or_validate_subnet

return port

validate.check_port_in_use == if port.device_id

' 1

| |

| |

| |

| |

T T

i I

i I

| I

validate.port_exists => network_driver.get_port(port_id) !
) i

| |

T i

| I

' 1

. I

alt / [if load_balancer.vip_subnet_id] :
I

|
validate subnet_exists => network_driver.get_subnet(subnet_id)

|
T
'
|
'
'
'
'
1
'
I
I
'
|
|
'
'
I
|
I
'
|
I

>
|

| Identify the subnet for this port HI return subnet

alt ) [if load_balancer.vip_address:]
loop /' [port.fixed_ipsl [

i
alt / O port_fixed_ip.ip_address == Inmf_hblancel.vi | address]
update load_balancer({request bod

[ load_balancer.vip_subnet_id = port_fixed_ip.subnet_id Iﬁ,
-

T

_validate_network_and_fill_or_validate_subnet

Toad balancer.vip network id] z T
I

-
=
i '

| Raises an exception when a network does not exist, Iﬁ: 8. validate.network_exists_optionally_contains_subnet => network_driver.get_network(network_id)
| T

I return network
! «

i
alt / [if not load_balancer.vip_subnet id]

alt J [if load_balancer.vip_address]
L

loop /] [network.subnets] !
i

I

return subnet

!
alt _/ [if validate.is_ip_membef_of_cidr(l¢pd_balancer.vip_address, subnet.cidr)]

|Ioad_balamcer.vip_subnet_id = subnet_id Iﬁ update load_balancer(request body)

7
T

loop /  I[network.subnets] )

alt JTif not Iaad_halan:er.uip_s{uhnet_id]
I|oac|_balancer.vip_subnet_id = subnet_id Iﬁ

|
0
'
I
|
1
|
'
|
1
|
'
|
|
|
|
|
T
i
|
|
|
|
|
|
|
|
|
|
|
T
|
|
L
]
1
|
|
|
|
|
|
|
|
|
)

|
|
y
|
network_driver.get_subnet(subnet_id) L
|
|
!
|
!
|
|

update load_balancer(request body)

network_driver.get_subnet(subnet_id)

| .
I
! return subnet
i
alt )/ [if subnet.ip_version == d]
| load_balancerwip_subnet_id = subnet_id Iﬁ update load balancer(request bod
[load_balancer.vip_subnet_id] v i i
i i i
! validate.subnet_exists == network_driver.get_subnet(subnet_id) i
| return subnet : :
| < : |
) | I
load_balancer.vip_network_id = subnet.network_id % update load_balancer(request body) ) |
v ! i i
; alt [if load_balancer.vip_qos_policy_id] ; i
! I !
: validate.qos_policy_exists ==> network_driver.get_qos_policy(qos_policy_id) !
I
I i i
' validate network_allowed_by_config ) !
User octavia_api octavia_cw neutron

Q

OO0 OO POST /v2.0/lbaas/loadbalancersd octavia-api J0O0O0O OO0OO OO O0O:

1. 00000 0000O0O0 OO0 000000000 o000 oDUDoOoDooOoo.

2. VPO OO DODO(@:00,000,0000)Y 0000 OO0 ODOOOO.O0OVIPOODO
000000000 00000 0O0/0000 000 config secition [networking]
OO0 0O0Oooog.

3. 000 00000 lBOODOO OODOOO. config section [quotas]OD OO OO OO

https://atl.kr/dokuwiki/ Printed on 2026/01/09 23:19


https://atl.kr/dokuwiki/lib/exe/detail.php/openstack:octavia:51cto-octavia15.jpg?id=octavia_lb_%EA%B5%AC%ED%98%84_%EB%B0%8F_%EB%B6%84%EC%84%9D

2026/01/09 23:19 17/64 OctaviaLBOO O OO

OO0 000 DO 0000 (d@:ProjectlD DOOD OO0 OODOO 300 000 O O0OOO).

4. 000 load balancer O vipd OO ODOOOOOD OOOO OOOODO.

5. Amphora ODOOO(@O b OO0O)J OOOOVIPO OOOO ODOO DOOO Port, VIPO
LBO O0OOOO0OO0O OO0OOO OoOoooo.

6. 000 000 OO0 OO0O00OD O0ODO O0ODOoO OO ooooo.

create loadbalancer flowd OO0 O0OO0OO O0OOOO.

8. octavia-worker 0000 OOOOODO OOOO create loadbalancer flowd OOO0O
a.

~

ugbob ob obobbgoboooa.

e 0 000 0OD0OD0O OO0 OODOOO OO OO0O0O Mpenstack quota set.

e openstack loadbalancer create 0000 OOOOODO OO0 OO OOODO OO OO
OO0 --listeners 00 --poolsd OO OO0 OOOO OooOd, POST
/v2.0/1lbaas/loadbalancers] O OO0 OO0 OO0 O 0O0O0OO0.000 OOOOO UWUXO
00 o0 ouoo oooogd.

e JO0OVIPOOD ODDOOD OO OO octavia-apiOODOO OO neutronclientO OO0
0000 0000 000 loadbalancer-<load balancer id>0 OO OO0 vip-netOd
Oodooouno ooo ooooog.

e VIPO ODODO,000,00 000 DOOD0 OO OODOOODOOVIPQSOODO ODOODODO.

Create LBO Octavia Controller WorkerUMLO OO OO :

octavia_api octavia_cw repositories
] 1

| Sending create Load Balancer to provider(create_load_balancer, payload) |

L
Lo

1. self._Ib_repo.get(db_apis.get_session(), id=load_balancer_id) _,

loadbalancer from octavia db

i 2. Prepare create_loadbalancer_flow store data object

i

I 3. self,_Ib_flows.get_create_load_balancer_flow

i

| 4., get taskflow engine

i

1
I
]
1
]
]
1
]
]
I
1
5. run create loadbalancer flow |
1
|

1

I
octavia_api octavia_cw repositories

Q Q Q

3. get_create_load_balancer flowD UMLOOOOOO OOOOO .

octavia_cw Ib_flow
i )

| I
| Creates a conditional graph flow that allocates a loadbalancer to two spare amphorae. H | self._lb_flows.get_create_load_balancer_flow_ |
i >

1. create linear FLOW: |b_create_flow

i

Mark loadbalancer provisioning_status to ERROR if flow failure. Iﬁ 2. add TASK: lifecycle_tasks.Load8alancerlDToErmoronRevert Task

i

[ alt /J Tif topology == constants. [T

‘ create active standby amphoras Iﬁ

OLOGY_ACTIVE_STANDBY]

w

1. self._create_active_standby_topology|

=
a
&

[if topology == constants. TOPOLOGY [5|N
create single amphera I 2. self,_create_single_topology

4. self.get_post_Ib_amp_association_flow

(¥

T

Reload the loadbalancer and create networking subflows for createdjallocated amphorae. 'ﬁ
- -

'
It /it list 1
I a if listeners

i

i | create listeners belong to loadbalancer Iﬁ . (gah orase israndr o

e 1
octavila‘_cw ij‘lrow
Q Q

U0 b oo oobob oo bboobbobboboboooo.
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06:29 0

e 0 OO0 OOOO OO
e amphora(e)D OO DODOO OO

00000000 0O0000.0000 00000000 00000 amphoraed ODOO0O OO
OO0 O0OO0ODOO.SINGLEO ACTIVE STANDBYD O OO OO0OO OOOOD.000D0 O O OOO
SINGLED OOODO OO ODODO ODOO00 OobOobo obobOo ob oo boooO bo oo oooo
O0.00 ACTIVE STANDBYOD Keepalived DD 0O/000 O0OD-0000 OO0 0ODDOO OO

0000 00000.0000 00000 SINGLEDODOO ODOOD OOD OOoOO.

Amphora0 000 ODOODO UMLODOOOO
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\b_rlpw amp_flow

alt /J [if CONF.nova.enable_anti_affinity]
add TASK to Ib_create_flow: compute_tasks MNovaServerGroupCreate

|we need to create a server group first B’

‘ update server group id in Ib table h.l add TASK to Ib_create_flow: database_tasks .UpdateLBServerGroupinDB|

add unordered FLOW: amps_flow

create master amphora ) | | self.amp_flows.get_amphora_for_Ib_subflow

|we need a graph flow here for a conditional flow bh

add graph FLOW: amp_for_lb_flow

1l

| S T e G e e e T Bl add TASK: database_tasks MaplLoadbalancerToAmphoara

1

{Deflne a subflow for if we successfully map an amphora :

et_post_map_lb_subflow

)

o

==
{f=)

add linear FLOW: post_map_amp_to_lb

i

add

=

| Get an amphora object from the database b‘ ASK: dstabiass tasks Relosdamphors

10

[Talt " [ifrole == constants.ROLE_MASTE
l Mark amphora as MASTER in db Bh
onstants.ROLE BACKUBT
[ Mark amphora as BACKUP in db )

o
=9
a
=

ASK: database_tasks MarkAmphoraMasterinDB

1

add

2]

ASK: database_tasks MarkAmphoraBackupinDB

1

[if role == constants ROLE_STANDALONE]

[ Mark amphora as STANDALONE in db ™

add

2

SK: database_tasks MarkamphoraStandAloneinDH

i

self._get_create_amp_for_lb_subflow

: Define a subflow for if we can't map an amphora

add linear FLOW: create_amp_for_Ib_subflow

I

o
=N
a
&

ASK: database_tasks.CreateAmphorainDB

i

alt / [if self.REST_AMPHORA_DRIVER]

o
=%
o
=
b4

‘ Create the server certs for the agent comm B. SK: cert_task GenerateServerPEMTask

1

SK: database_tasks UpdateAmphoraDBCertExpiratior|

£

o
(-
=
*

| Update the amphora expiration date with new cert file date bh

i

alt [if require_server_group_id_condition]

o
@
a
—
x

Create an amphora with CA cert I},h SK: compute_tasks.CertComputeCreat

i

add

3

‘ Create an amphora with CA cert, but no server group ﬁ] Ske/enmpULE taskaiCENCompLteCrest

1

At J [if require_server_group_id_condition
Create an amphora 5

| Create an amphaora, but no server group bi

- 000

dd TASK: database_tasks UpdateAmphoraComputeld

k1

=5
(-
=
r

SK: compute_tasks . ComputeCreat

1

dd

3

SK: compute_tasks. ComputeCreatd

@

i

o
2

| Associate amphora with a compute in DB bi

i

@
o
a
=
x

| TN iR arhhora 8s Babhrg ke datanase bh SK: database_tasks MarkAmphoraBootinginDB

i

o

.
o
-
*

|Wait for the compute driver to mark the amphora active % SK: compute_tasks.ComputeActivewait

I

o
[
a
=
x

| Update amphora with compute instance details. Bh SK: database _tasks Updateamphorainfo

i

SK: amphora_driver_tasks AmphoraComputeConnectivityWait

o

=N
o
=
r

‘ Task to wait for the compute instance to be up. Bh

i

o
=%
a
=
x

Task to finalize the amphora before any listeners are configured Bh Sk armphors daverstaskasmpliofabinglize

I

add

=

Will mark an amphora as allocated to a load balancer in the database bh ASK: database_tasks Ma phoraallocatedinDs

I

add

=

Get an amphora object from the database B' ASK: database_tasks ReloadAmphora

i

alt [if role == constants.ROLE_MASTER]
add TASK: database_tasks.MarkAmphoraMasterinDB

1

Tif rold = constants ROLE_BACKUP]
add TASK: database_tasks MarkamphoraBackupinDB

1

Tif Tolld b Eonstants ROLE STANDALGRET
add TASK: database_tasks.MarkAmphoraStandAlonelnDB

. -
!Set the flow direction judgment condition of graph flow :

Setup the decider for the path if we can map an amphora, B

decides if the Ib shall be mapped to a spare amphora.
amp_for_|b_flow.link(
allocate_and_associate_amp, map_lb_to_amp,
decider=self._allocate_amp_to_lb_decider,
decider_depth="low') amp_for_lb_flow link
Setup the decider for the path if we can't map an amphora,
decides if a new amphora must be created for the Ib.
amp_for_lb_flow.link(
allocate_and_associate_amp, map_lb_to_amp,
decider=self._create_new_amp_for_lb_decider,
decider_depth="flow')
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g oo obooooboobbooooag.

e 0 OO0 OOOODO ACTIVE STANDBYO OO [nova] enable anti affinity = True
OO0 OO Noval ODDOOO DOOODO OODOO ODODOODO OO0 OOODDOO OO0 OO

ug.

e 00U UDO OO DLODOD OOLO UUUOUO LD ODUObOO UU0UUO bbb OO OdQg space
amphora poolOD OO OO0 O OO0OO. amphora for lb flowd OO space
amphora pooll OD0OOODODO OO0 O OO0 OO0 D000 OO0 OO0OO0OO,000 00 0O
O000. space amphora poold Housekeeping Manager OO OO0 OO OO OOOO
.00 b0b o0 oodo, 000 b o0 000 oo o0 0bb oo ooo.
space amphora poold Housekeeping Manager 00O OO OO OOOO O OO0 OO
0 00 00000 [house keeping] spare amphora pool size=20 pool size[ O
goood.

e amphora for lb flowd OO0 OO OO0 O0OO0O,00 O0OOD0OO0O OO OOO OO

0000 O00000.0000000 0000 Oo0@mp for b flow.link)D OO O
oo obdoobooooboo.0 bbb b oob oob oooo.

if loadbalancer mapping Amphora instance SUCCESS:

Upload database associations for loadbalancer and amphora
else:

Create amphora first

Upload database associations for loadbalancer and amphora

0O 000 amphoral OOOO lb-mgmt-netd 0 OOO0O OO0 loadbalancerD OOOO OO
O vip-netOd amphorall O0OO0O OO0 ODOODO.O000O octavia-apiODOODO vip-netd
000 port:loadbalancer-<load balancer id>0 O 0000 ODOOOO.O00O

ACTIVE STANDBY D0 000 O0OODO OO Keepalived VIPOODOOD ODODOO O OO 0OOO
000 0OD000O0 OO0 vip-netDh O OO VRRP_port (octavia-lb-vrrp-<amphora id>)0O
agoooad.

amphora(e)d OO O0OO0O OO0 oo uMLOOOOO
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Ib_ﬂlow

add linear FLOW: post_create_LB_flow

1

@

dd TASK: database_tasks ReloadLoadBalancer

i

self.get_new_LB_networking_subflow

i

{Allocate awvip to the loadbalancer Iﬁ

[ Plurnb a vip to an amphora Iﬁ

Apply qos policy on the vrrp ports which are related with vip B]

| Task to retrieve amphorae network details. H

| Execute post_vip_plug across the amphorae. H L

add |

near FLOW: new_LB_net_subflow

i

add TASK: network_tasks.Allocatevip

1

add

—

ASK: database_tasks.UpdateviPAfterallocation

i

add

—

ASK: network_tasks.PlugvIP

i

add

-

ASK: network_tasks ApplyQos

I

o
=8
o
=
-

SK: database_tasks.UpdateamphoraviPData

i

add

o

ASK: database_tasks.ReloadLoadBalancer

L1l

add TASK: network_tasks.GetAmphoraeNetworkConfigs

add TASK: amphora_driver_tasks.AmphoraePostviPPlug |

amp_flow
d
'

alt [if t

= ts. TOPOLOGY_ACTIVE_STANDBY]

self.amp_flows.get_vrrp_subflow

‘Task to get and

update the VRRP interface device name from amphora Iﬁ

‘ Create a VRRP group for a load balancer lﬁ

‘ Task to update the VRRP configuration of the loadbalancer amphorae, H

| Task to start keepalived of all amphorae of a LB Iﬁ

add linear FLOW: vrrp_subflow

i

add TASK: amphora_driver_tasks AmphoraUpdate\VRRPInterface

i

add TASK: database_tasks.Create'VRRPGroupForlB

1

add TASK: amphora_driver_tasks.AmphoraVRRPUpdate

i

add TASK: amphora_driver_tasks.AmphoraVRRPStart

|_ return vrrp_subflow
add TASK: database_tasks.UpdateLoadbalancerinDB
alt  / [if mark_activel
add TASK: database_tasks.MarkLBActivelnDB
Ib_flow amp_flow

Q

Amphora0 0000 OO0 O OO0 OO OO0 ODODOOOO.

network tasks.PlugVIP

network tasks.AllocateVIP

amphora _driver tasks.AmphoraePostVIPPlug
amphora driver tasks.AmphoraVRRPUpdate
amphora driver tasks.AmphoraVRRPStart

0000 Octavia Networkingd OO0 O0OO0O0O OO0 OO0O0O OO DODOO DO ODOOOOO
oo oboboogoobogbobbobbobbobbooboo boo0o ooo.

network _tasks.AllocateVIP

AllocateVIPO VIPO OOD ODOOOO OOOO Port,VIPO LBO OOOO
data models.VipOOD OOOO NeutronO OOOODO OO
AllowedAddressPairsDriver.allocate vipOOOO O0O0O0O0O.0 O0OOO octavia-api
OO0 0000000 0000000 octavia-workerd OO0 O VIPO OO0 OO OOOO O
0, data models.Vip OO O OOO Task:UpdateAmphoraVIPDatal OO OOOOO.
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06:29 0

network_tasks.PlugVIP

AllocateVIP O OO NeutronOO VIPO OOOO PlLugVIPO Amphorall VIPO OOODO OODO
googdad.

PlugvIPO UMLOODOOO
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octavia_cw neutron  nova
'

PlugviP

alt__J [self.sec_grp_enabled]

self._update_vip_security_group
-

self._get_lb_security_group

self.neutron_client.list_security_groups(name=sec_grp_name)

return sec_grps by name

alt [if not sec_grpl
self._create_security_group

self.meutran_client.create_security_groupinew_sec_grp)

retutn sec_grp.

I self._update_security_group_rules

self.neutron_client Jist_security_group_rules

return rules by sec_grp_id |

Get updated_ports from load_balancer listeners protacol_port and listener protocol

1

Get peer_ports from load_balancer listeners peer_port and then extend to updsted_ports

1

Get old_ports from rules

U

add_ports = set(updated_ports) - set(old_ports) Get add_ports and del_ports
del_ports = set(old_ports) - set{updated_ports) "
| loop _{ [rules]
[ alt__ Tif rule in del_ports] H
self.neutron_client.delete_security_group_rule(rule_id) i

loop J T[add_ports]
self._create_security_group_rule

self.neutron_client.create_security_group_rule

alt / [CONF.controller_warker.loadbalancer_t == ts. TOPOLOGY_ACTIVE_STANDEY]

Currently we are using the VIP network for VRRP
s0 we need to open up the protocols for it

create security group rule for VRRP_protacel and auth_header_protoc

e.g.
WRRP_protocol 112
auth_header_pratocel 51

self._create_security_group_rule

—

self.get_subnet

return subnet

self., ?st_pluggad_\ nterface

| self.get_plugged_networks

self.neutron_client list_ports(device_id=compute_id)

o s, %

loo [lead balancer.amphorae]

return ports

loop ports to get correct interface{port)

alt [not interface]
self,_plug_amphora_vip

| We need a vip port owned by Octavia for Act/Stby and failover h‘ seff.neutron_client.create_port(port)

return port
self.plug_port
|

self.nova_client.servers.interface_attach

return interface

self._add_vip_address_pair

<
self._add_allowed_address_pair_to_port

elf neutron_client.update_port

Tif self.sec_grp_enabled]

alt
self._add_vip_security_group_to_port

self._add_security_group_to_port

elf neutron_client.update_paort

if fixed_ip.ip_address is_correct_subnet and not amphora lb_network_ip: virp_ip = fixed_ip.ip_address b‘ boop irtarfege e s o gatvripin

apg end data_models Amphora

octavia_cw neutron  nova

PlugVIPO OO O0OOD OO O OO0 OODO OOOO.
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1. VIPOOO security group rules 000O0OO0OO0.0000 OO OO OOOO VIPO O
O 0O000O0O O0O0DOOVvIPO OODOO OODO OoOoVvIPO OO O0 OO0 ObDOOD.D0O
OO0 000000 HTTP:8080 0O OO OOODO OO VIPO HTTP:8080 D00 ODODOOODO.

2. 00000000 DOOO0O0O0O0OO0ODL,000D 00D 0O0DCO0O0OCOOOOCDOOO,b0

OO0 Neutron APID ODO0OO DODO OOO OO NovaAPID ODO0ODO DOD DOODDO ODOO
ggag.

TASK:AllocateVIP O TASK:PlugVIP OO O create lb flowd OO OO0 Amphorall OO O
O00 0000 000 000O0,00 OO0 Amphoral OO OO0OD0 ODOODO.00D0 OO O
00 Amphorall 00O OO0 O OO0O, Octavia Controller Workerd Amphora 00000 O
00 00 0000 0000000000000 0000 D0O0000.000 Amphora AgentO

AmphoraAPIClient 00 OO O0OO OO0 O0ODO 00,000 OOO0OD OO OO0 OQOOOO
U0 odb oooog.

Amphora

000 DOO0O0O Amphoral OO0 OO0 HAProxyd KeepalivedD OO0 OO0 OO0 OO O
O00000.0 000 Amphoral OO O0O0OO OODOO OO0 OOODO,'0000 OO0 OO

b ogobob oboobo bbb bbb b0 oo bbb o bo booUob.oobo
gobdoo b0 o0 oob oobbo?0U0bb0o bbb Db bbb Dbo bbo bobo
ooobg?00 000 0ODob 00 Ooob boboo ODob bob oDbo ooboot

amphora-agentd Octavia Controller Worker OO OO OO0 OO0OOO
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Octavia Controller Worker

AmphoraAPIClent octavia-health-manager
: service

Socket
UDP:5555

HTTPS
TCP:9443

amphora-agent
service

Amphora Instance

00, amphora-agentd AmphoraAPIClientD OO0 O0OO0O0O OO0 OODOOOOO.

Amphora Agent

amphora-agent 000 O00OO0O0O Launch Amphorall OO O0OOO,000 0O O00O0OOQOOO
O000 OO0 WSGL HTTPOO OO0 OO Flask & gunicorn000 O0O0OODO.000 OO
O00 OO0 DOO from octavia.cmd.agent import mainO O ODOOOO.

# file:

/opt/rocky/octavia/octavia/amphorae/backends/agent/api server/server.py

class Server(object):
def init (self):
self.app = flask.Flask(_name )

self.app.add url rule(rule=PATH PREFIX +
‘/listeners/<amphora id>/<listener_id>/haproxy",
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view func=self.upload haproxy config,
methods=["'PUT"'])

O0 00 0000 OO0 FlaskOOODOOO OO OO0 amphora-agent APIO OO0 OO0 OO O
OO0 0000,0 000 00 gunicornD OO O0UOO0O OODOO.O route urld OO0 OO

0 0 00 OO OO0 Octavia HAProxy Amphora APIO OO0 000 000,0000 0000 OOODOO
0.

AmphoraAPIClient

AmphoraAPIClientO amphora-agent REST APIO OOO0UO0O O 0O0OOO,00 00 OO0 O
00 00O Octavia HAProxy Amphora APIO OO OO URLOODO OOOOOO.

# file:
/opt/rocky/octavia/octavia/amphorae/drivers/haproxy/rest api driver.py

class AmphoraAPIClient(object):
def init (self):
super (AmphoraAPIClient, self). init ()
self.secure = False

ugobog bogobb obboo obodoo

e Octavia API: 00O RESTAPIODODO ODOODOO.
e Queue: OO RPCODOO ODOOOO.
e Amphora agent: Amphorall Octavia Controller Worker OO REST API OO0 O0O0O

oo.
HTTP REST Octavia HTTP REST
EXT Projects Q<——————=| Octavia API ( Queue, RPC )Controler g—| Amp Agent
] I Worker
AmphoraePostVIPPlug

TASK: AmphoraePostVIPPlug 0000 O0O0O0O, AmphoraePostVIPPlugd OO Amphoraed 0O
0000 0000 AmphoraAPIClientd OO OO PUT plug/vip/{vip} 00O amphora-agent
O0000VMONCOD OO0 ODOODO0O0O OO0 000 bOoDO0o0.00000 bo oooo
O 0000 AmphoraO0O OO0 OO0OODO OOOO OO AmphoraePostVIPPlugd Amphora OO
0O lb-mgmt-netD OO0 OO NICO 0000 00 ODO0O0 0000000 OOOOO.

00000 AmphoraePostVIPPlugD OO0 VIPO NICOO ODOD0O O0OODO OOO vip-netdO
00000000 0000 0000.000 Plug:plug vipOODOOO,000 0000 O0OO
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U oogoooooo.

OO0 000 AmphoraO lb-mgmt-netd OO0 O OO0 OO0 OO0 OODOO.

root@amphora-cd444019-ce8f-4f89-bebb-0edf76f41b77:~# ifconfig

ens3

lo

Link encap:Ethernet HWaddr fa:16:3e:b6:8f:a5

inet addr:192.168.0.9 Bcast:192.168.0.255 Mask:255.255.255.0
inet6 addr: fe80::f816:3eff:feb6:8fa5/64 Scope:Link

UP BROADCAST RUNNING MULTICAST MTU:1450 Metric:1

RX packets:19462 errors:14099 dropped:0 overruns:0 frame:14099
TX packets:70317 errors:0 dropped:0 overruns:0 carrier:0
collisions:0 txqueuelen:1000

RX bytes:1350041 (1.3 MB) TX bytes:15533572 (15.5 MB)

Link encap:Local Loopback

inet addr:127.0.0.1 Mask:255.0.0.0

inet6 addr: ::1/128 Scope:Host

UP LOOPBACK RUNNING MTU:65536 Metric:1

RX packets:0 errors:0 dropped:0 overruns:0 frame:0
TX packets:0 errors:0 dropped:0 overruns:0 carrier:0
collisions:0 txqueuelen:1

RX bytes:0 (0.0 B) TX bytes:0 (0.0 B)

Amphoral OOO0OOO OOODO vrrp portd000 OO0 ODOOOO. vrrp_portOd
Keepalived OO OOO NICOOO DO DODOOUODO@OOODO ethl) ODOOOO.

root@amphora-cd444019-ce8f-4f89-bebb-0edf76f41b77:~# ip netns exec amphora-
haproxy ifconfig

ethl

ethl:0

Link encap:Ethernet HWaddr fa:16:3e:f4:69:4b

inet addr:172.16.1.3 Bcast:172.16.1.255 Mask:255.255.255.0
inet6 addr: fe80::f816:3eff:fef4:694b/64 Scope:Link

UP BROADCAST RUNNING MULTICAST MTU:1450 Metric:1

RX packets:12705 errors:0 dropped:0 overruns:0 frame:0

TX packets:613211 errors:0 dropped:0 overruns:0 carrier:0
collisions:0 txqueuelen:1000

RX bytes:762300 (762.3 KB) TX bytes:36792968 (36.7 MB)

Link encap:Ethernet HWaddr fa:16:3e:f4:69:4b
inet addr:172.16.1.10 Bcast:172.16.1.255 Mask:255.255.255.0
UP BROADCAST RUNNING MULTICAST MTU:1450 Metric:1

VRRP IP: 172.16.1.3 0 VIP: 172.16.1.100 OO lb-vip-networkd DHCPO OO COOOO
00 octavia-lb-vrrp-<amphora uuid> 0O octavia-lb-<loadbalancer uuid>0 O OO0
O0.000 00000 ethlD OO0 OO OODOOO.

root@amphora-cd444019-ce8f-4f89-bebb-0edf76f41b77:~# ip netns exec amphora-
haproxy cat /etc/network/interfaces.d/ethl
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auto ethl

iface ethl inet dhcp

root@amphora-cd444019-ce8f-4f89-bebb-0edf76f41b77:~# ip netns exec amphora-
haproxy cat /etc/network/interfaces.d/ethl.cfg

# Generated by Octavia agent
auto ethl ethl:0

iface ethl inet static
address 172.16.1.3

broadcast 172.16.1.255
netmask 255.255.255.0
gateway 172.16.1.1

mtu 1450

iface ethl:0 inet static

address 172.16.1.10

broadcast 172.16.1.255

netmask 255.255.255.0

# Add a source routing table to allow members to access the VIP

post-up /sbin/ip route add 172.16.1.0/24 dev ethl src 172.16.1.10 scope link
table 1

post-up /sbin/ip route add default via 172.16.1.1 dev ethl onlink table 1
post-down /sbin/ip route del default via 172.16.1.1 dev ethl onlink table 1
post-down /sbin/ip route del 172.16.1.0/24 dev ethl src 172.16.1.10 scope
link table 1

post-up /sbin/ip rule add from 172.16.1.10/32 table 1 priority 100
post-down /sbin/ip rule del from 172.16.1.10/32 table 1 priority 100
post-up /sbin/iptables -t nat -A POSTROUTING -p udp -o ethl -j MASQUERADE
post-down /sbin/iptables -t nat -D POSTROUTING -p udp -o ethl -j MASQUERADE

Keepalived 000 OO0OO OO

0000 000 000 OO loadbalancer topology = ACTIVE STANDBYO O O Keepalived
OO0 00000 oooo, TASK: AmphoraVRRPUpdatell TASK:AmphoraVRRPStartO OO
Keepalived OO OO0 OO OO0 Keepalived OODO DOODO ODOD ODOODOO.

TASK:AmphoraVRRPUpdated OO0 OOO OOOO, amphora topologyd VIP port,

VRRP portsO OJOO0O OO0 keepalived.conf OO O0O0O JinaOOODO OODO O,
AmphoraAPIClientd OO amphora-agentO PUT vrrp/upload DO 0O OO Keepalived OO
000 o000 ogoooo oooo.

TASK:AmphoraVRRPStartO AmphoraAPIClientO O PUT vrrp/start 000 OOOO
amphora-agentO view func:manage service vrrp(action=start)d OOOOO.

# file:
/opt/rocky/octavia/octavia/amphorae/backends/agent/api server/keepalived.py

def manager keepalived service(self, action):
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action = action.lower()
if action not in [consts.AMP ACTION START,
consts.AMP_ACTION STOP,
consts.AMP_ACTION RELOAD]:
return webob.Response(json=dict(
message='Invalid Request',
details="Unknown action: {0}".format(action)), status=400)

if action == consts.AMP_ACTION START:
keepalived pid path = util.keepalived pid path()
try:
# Is there a pid file for keepalived?
with open(keepalived pid path, 'r') as pid file:
pid = int(pid file.readline())
os.kill(pid, 0)

# If we got here, it means the keepalived process is
running.
# We should reload it instead of trying to start it again.
action = consts.AMP ACTION RELOAD
except (IOError, OSError):
pass

cmd = ("/usr/sbin/service octavia-keepalived {action}".format(
action=action))

try:

subprocess.check output(cmd.split(), stderr=subprocess.STDOUT)
except subprocess.CalledProcessError as e:

LOG.debug('Failed to %s octavia-keepalived service: %s %s',

action, e, e.output)
return webob.Response(json=dict(
message="Failed to {0} octavia-keepalived service".format(
action), details=e.output), status=500)

return webob.Response(
json=dict(message="'0K',
details="'keepalived
{action}ed'.format(action=action)),
status=202)

000 amphora-agentl /usr/sbin/service octavia-keepalived start 000 OOO0O
keepalivedO OO ODOOODO OODODODO. octavia-keepalived.servicel OO0 OO0OOO:

# file: /usr/lib/systemd/system/octavia-keepalived.service

[Unit]
Description=Keepalive Daemon (LVS and VRRP)
After=network-online.target .service
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Wants=network-online.target
Requires=.service

[Service]

# Force context as we start keepalived under "ip netns exec"
SELinuxContext=system u:system r:keepalived t:s0
Type=forking

KillMode=process

ExecStart=/sbin/ip netns exec amphora-haproxy /usr/sbin/keepalived -D -d -f
/var/lib/octavia/vrrp/octavia-keepalived.conf -p
/var/lib/octavia/vrrp/octavia-keepalived.pid

ExecReload=/bin/kill -HUP $MAINPID
PIDFile=/var/lib/octavia/vrrp/octavia-keepalived.pid

[Install]
WantedBy=multi-user.target

gooobood

e 00 keepalived 000 OO0 OOO namespace amphora-haproxyO O O0OO0O0O.
e keepalived OO OOO /var/lib/octavia/vrrp/octavia-keepalived.confOOO.

view func:manage service vrrpd 00O OO0 OO0 O OO0 OO0 OO0 OoOOO,

keepalived 00 OO0 OO0 OOOOO view func:upload keepalived configh O OO0
gao.

keepalived 00 000 ODDOODO OO0 OOOOO.

# file: /var/lib/octavia/vrrp/octavia-keepalived.conf

vrrp_script check script {

script /var/lib/octavia/vrrp/check script.sh  # VRRP check
interval 5

fall 2

rise 2

}

vrrp_instance 01197be798d5440da846cd70f52dc503 { # VRRP instance name is
loadbalancer UUID

state MASTER # Master router
interface ethl # VRRP IP device
virtual router id 1 # VRID

priority 100

nopreempt

garp_master refresh 5
garp master refresh repeat 2
advert int 1
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authentication {
auth_type PASS
auth_pass b76d77e

}
unicast src ip 172.16.1.3 # VRRP IP
unicast peer {
172.16.1.7 # Backup router VRRP IP
}

virtual ipaddress {
172.16.1.10 # VIP address
}
track script {
check script
}
}

00000, keepalivedd ethlO VRRP IPO VIPO OO0 OODOOOO OOOO,O00 ethlOo O
0 TASK:AmphoraePostVIPPlugO OO0 namespace amphoral DO OO OOODO.

check script.sh00000C VIPOOOOO D000 OO ODOOO O Amphoraed HAProxyOd O
U0 o0ouo o oooog.

root@amphora-caa6bba0f-1a68-4f22-9be9-8521695ac4f4:~# cat
/var/lib/octavia/vrrp/check scripts/haproxy check script.sh
haproxy-vrrp-check /var/lib/octavia/d367b5ec-24dd-44b3-b947-
e0ff72c75e66.s0ck; exit $7?

Amphora Instancel amphora-agentd keepalivedD OO0OO0O O0O0O OO0 OO OOO
O haproxyd ODOOO0O. haproxyd ODO0O0O OO0 OO0 O0DOO0OO0O O0OD0 ODOD ODOOOO
000 ooo ooooooa.

000000 000 000 0000o0,000 00 amphoraed OOOO amphoraed vip-netOd
oo oooo b0 obdo oo o oo oo oo oooa.

oo oo oobog od

OO0 00 DO uMLODO
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AmphoraAgentserver network_tasks neutron

amphora_driver_tasks AmphoraAPIClient

listerer_flow

add linear FLOW: create_listener_flow

1

add TASK: lfecycle_tasks ListenersToErroronRevertTask

]

add TASK: amphora_driver_tasks ListenersUpdate

If.amphora_driverupdate ;
| ]
[al Tif listener.protocol - UDPT
self._udp_updateflistener, vip)

[“loop Tistener.load_balancer.amphorael
self.udp_jinja build_config

Generate Keepalived LS configuration from litener object 1 || | sef.client.upload_udp_config

| PUT listeners/{amphora_id}/{listener_id}/udp_listener, data=config_ |

Generate configuration file: varilbfoctaviafivs/octavia-keepalivedivs-<listener_uuid>.conf 1 | | upload_udp listener_contigl

self.client.reload_istener |
foet.clentreload istener
| PUT listeners/{listener_id}/reload

start_stop_listener

alt T protocol == UDPT

dp_listene
[usrisbin/service octavia-keepalivedivs- {listener_id} reload ") (Lialgw = ’I

orocess latener certficate mfo ™ | |seffprocess tls_certificatesflistener) |

Toop /) [Distenerload balancer.amphorael

alt__/ [ amp.status {- consts.DELETED]

[enerate Haproxy configuration from listener object ™

selfjinja build_corfig

self.client upload_config '
[ seff >
1| PUT listeners/{amphora_id} {listener_id} fhaproxy, data=config

Upload the haproxy config:jvarfibjoctavia/<listener_uuid> /haproxy.cfg new ™) | | upload haproxy_config

self.client reload_listener i
fself.clier >
| PUT listeners/{listener_id}/reload

start_stop_listener

Jusrfsbin/service haproxy-<listener_id> reload ﬁ

2dd TASK: network_tasks.UpdateVip

If.network_driver update

twork_driver update_

self,_get_lb_security_group(load_balancer.id)

self.neutron_client list_security_groups(name=sec_grp_narme)

| retem sec_ o
*

self,_update_security_group_rulesload_balancer, sec_grp.get(id)

alt__) Gfsecorl |

selfneutron_dlientlist_security_group_rules

return rules by sec_grp_id

Get updated_ports from load_balancer listeners protocol_port and listener protacal

eer_ports from load_balancerlisteners peer_port and then extend to updated_ports |

TeT]

Get old_ports from rules

i

add_ports = set(updated_ports) - set{old_ports) Get add_ports and del_ports

del_ports = set(old_ports] - set(updated_ports)
b [ et

loo)

alt Tif rule in del_ports]

self.neutron_client. delete_security_group_rule(rule_id)

i

Toop. Tadd_ports]

self,_create_security_group_rule
self.neutron_client.create_security_group_rule

alt TCONFcontroller_work r_to}

tants. TOPOLOGY_ACTIVE_STANDBY]
Currently we are using the VIP network for VRRP T

i

logy ==

S0 we need to open up the protocols for it create security group rule for VRRP_protocol and auth_header_protoc

e.q.
VRRP_protocol 112
auth_eader_protocol 51

self,_create_security_group_rule

2dd TASK: database_tasks.MarkLBAndListenersActivelnDB |
AmphoraAgentServer network_fasks neutron

listener_flow amphora_driver tasks AmphoraPiClient
i

00000 OO0 000, openstack loadbalancer listener create —protocol HTTP
—protocol-port 8080 lb-1000 OOOD OOOO ODOOO Task:ListenersUpdated O

000,000 AmphoraAPIClientd DODOODO:

e PUT listeners/{amphora id}/{listener _id}/haproxy: haproxy 00 OO0 OOOO
e PUT listeners/{listener id}/reload:haproxy OO0 OOOO OOO

000 haproxy OO0 OO0O0ODO O0OO0OOO OO 0ODODOO0O ODODO OO OODOOO.O0 OOO
0 000 O Listenerd 00O ODOOO O OO OOOVIPO OO OO O0OODO OODCOOO OO

000 Task:UpdateVIPO OO OODO.

haproxy 000 0000 OO

amphorall O0OODOO haproxy OO OO0 ODODOODO.
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# file: /var/lib/octavia/1385d3c4-615e-4a92-aeal-c4fa5la75557/haproxy.cfg,
Listener UUID: 1385d3c4-615e-4a92-aeal-c4fa51a75557

# Configuration for loadbalancer 01197be7-98d5-440d-a846-cd70f52dc503
global

daemon

user nobody

log /dev/log local®

log /dev/log locall notice

stats socket /var/lib/octavia/1385d3c4-615e-4a92-aeal-c4fa51a75557.sock
mode 0666 level user

maxconn 1000000

defaults
log global
retries 3
option redispatch

peers 1385d3c4615e4a92aealc4fa5la75557 peers
peer 1 UstqOgE-h- Q1dlXLXBAiWR8U 172.16.1.7:1025
peer 008zAgUhIVIOTEXhyYZf2iHdx0OkA 172.16.1.3:1025

frontend 1385d3c4-615e-4a92-aeal-c4fa51a75557
option httplog
maxconn 1000000
bind 172.16.1.10:8080
mode http
timeout client 50000

0000 HTTPOOODO O OO 808000 OOOODO OOOOO fronted sectionO bind
172.16.1.10:8080 O mode http OO OOO0O DOOODOO.

Amphora 00O OOOO OOO haproxy JO00O0O0O haproxy-1385d3c4-615e-4a92-aeal-
c4fabla75557.service(ListenerUUID:1385d3c4-615e-4a92-aeal-c4fab1la75557)000.
O 00000 OO0 serviceOO OO

# file: /usr/lib/systemd/system/haproxy-1385d3c4-615e-4a92-aeal-
c4fabla75557.service

[Unit]

Description=HAProxy Load Balancer

After=network.target syslog.service amphora-netns.service
Before=octavia-keepalived.service

Wants=syslog.service

Requires=amphora-netns.service

[Service]
# Force context as we start haproxy under "ip netns exec"
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SELinuxContext=system u:system r:haproxy t:s0

Environment="CONFIG=/var/lib/octavia/1385d3c4-615e-4a92-aeal-
c4fab5la75557/haproxy.cfg" "USERCONFIG=/var/lib/octavia/haproxy-default-user-
group.conf" "PIDFILE=/var/lib/octavia/1385d3c4-615e-4a92-aeal-
c4fa51a75557/1385d3c4-615e-4a92-aeal-c4fa51a75557.pid"

ExecStartPre=/usr/sbin/haproxy -f $CONFIG -f $USERCONFIG -c -q -L
008zAgUhIVITEXhyYZf2iHdXxO0kA

ExecReload=/usr/sbin/haproxy -c -f $CONFIG -f $USERCONFIG -L
008zAgUhIVITEXhyYZf2iHdxO0kA
ExecReload=/bin/kill -USR2 $MAINPID

ExecStart=/sbin/ip netns exec amphora-haproxy /usr/sbin/haproxy-systemd-
wrapper -f $CONFIG -f $USERCONFIG -p $PIDFILE -L 008zAgUhIVIOTEXhyYZf2iHdxOkA

KillMode=mixed
Restart=always
LimitNOFILE=2097152

[Install]
WantedBy=multi-user.target

O000 00 0000 OO0 OO0 /usr/sbin/haproxy-systemd-wrapperd O, namespace
amphora-haproxyO OO O0O0O0O OO0 O 0O O0O0O0O,0000 /usr/sbin/haproxy 0000
o000 oo o ooooo.

Nov 15 10:12:01 amphora-cd444019-ce8f-4f89-bebb-0edf76f41b77 ip[13206]:
haproxy-systemd-wrapper: executing /usr/sbin/haproxy -f
/var/1lib/octavia/1385d3c4-615e-4a92-aeal-c4fa51a75557/haproxy.cfg -f
/var/lib/octavia/haproxy-default-user-group.conf -p
/var/lib/octavia/1385d3c4-615e-4a92-aeal-c4fa51a75557/1385d3c4-615e-4a92-
aeal-c4fa51a75557.pid -L 008zAgUhIVITEXhyYZf2iHdxOkA -Ds

000 000 0O,00,L700,L700, Health MonitorD OO OO0 OO0 haproxy 00O OO
b0 oob oooo.

Oooobood oo
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Q

pool_flow

Create linear flow: create_pool _flow

i

1. lifecycle tasks.PoolToErrorOnRevertTask

i

2. database_tasks.MarkPoolPendingCreatelinDB

i

3. amphora_driver_tasks.ListenersUpdate

i

4, database_tasks.MarkPoolActivelnDB

i

5. database_tasks.MarkLBAndListenersActivelnDB

L

pool_flow

Q

create pool flowDO O OO OO0 OO0 haproxy O ODODOO OOO0OOO0O
Task:ListenersUpdated O O.

O0O00O0DOuMLOO

openstack loadbalancer pool create —protocol HTTP —1lb-algorithm ROUND ROBIN
—listener 1385d3c4-615e-4a92-aeal-c4fa5la75557 000 0000 OO0 OO0 O 00O
0 00 default poolO OODO0O haproxy.cfgd backend sectiond DOODO OOO0O OO
0 00000 OO backend mode http O balance roundrobinD OOOOOO.

# Configuration for loadbalancer 01197be7-98d5-440d-a846-cd70f52dc503
global

daemon

user nobody

log /dev/log local@

log /dev/log locall notice

stats socket /var/lib/octavia/1385d3c4-615e-4a92-aeal-c4fa51la75557.sock
mode 0666 level user

maxconn 1000000

defaults
log global
retries 3
option redispatch

peers 1385d3c4615e4a92aealc4fa5la75557 peers
peer 1 UstqOqE-h- Q1d1XLXBAiWR8U 172.16.1.7:1025
peer 008zAgUhIVITEXhyYZf2iHdx0OkA 172.16.1.3:1025

frontend 1385d3c4-615e-4a92-aeal-c4fa51a75557
option httplog
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maxconn 1000000
bind 172.16.1.10:8080
mode http
default backend 8196f752-a367-4fb4-9194-37c7eab95714 # UUID of
pool
timeout client 50000

backend 8196f752-a367-4fb4-9194-37c7eab95714
mode http
balance roundrobin
fullconn 1000000
option allbackups
timeout connect 5000
timeout server 50000

00 OO0 O listener uuid OO loadbalancer uuidD OO0 O O0O0O,000 0000 O
000 OO default poolU O0OO0O ODOO ODOO default poold OO O OO0 default
pooll 00 O0DUOO OO0 ODOOOO loadbalancer uuidd ODOOO shared poold OO0
00 00 000 000 0000, shared pool OO0 O0OOO0OO OO0 OO ODOOO OOO

O000 00 WVpolicy0UOD 00O O0O0OO O O0ODOO.O00 OO0 ODOOO 7policydnO0O

“Ogooboobo"oboobobboobUobb, b0 o0 UbDbbbo bbbo bbb oboba
U0 odb oob obodb.oo b0 bbb oo oo boooo.

$ openstack loadbalancer pool create --protocol HTTP --1b-algorithm
ROUND _ROBIN --loadbalancer 01197be7-98d5-440d-a846-cd70f52dc503

L T T T +
| Field | Value |
o e e oo T +
| admin state up | True |
| created at | 2018-11-20T03:35:08 |
| description | |
| healthmonitor id | |
| id | 822f78c3-ea2c-4770-bef0-e97flac2ebal8 |
| 1b algorithm | ROUND ROBIN |
| listeners | |
| loadbalancers | 01197be7-98d5-440d-a846-cd70f52dc503 |
| members | |
| name | |
| operating status | OFFLINE |
| project id | 9e4fel3a6d7645269dc69579c027fded |
| protocol | HTTP |
| provisioning status | PENDING CREATE |
| session persistence | None |
| updated at | None |
o e e oo T +

0000 00000 000000000 000 haproxy.cfgOO 000 OO0 O0O0DOO DOOO

https://atl.kr/dokuwiki/ Printed on 2026/01/09 23:19



2026/01/09 23:19 37/64 OctaviaLBOO O OO

gogooggo.

0 ouod oo god

o0 0ob0b0 ooob oo bobo oob boo,POb b DOO0D UODDOD DOOD
protocol-portd 0000 O0OD0O OO0 OO OO0 ODOOO DOOOO.

[root@controlOl ~]# openstack loadbalancer member create --subnet-id
2137f3fb-00ee-41a9-b66e-06705c724a36 --address 192.168.1.14 --protocol-port
80 8196f752-a367-4fb4-9194-37c7eab95714

LT L +
| Field | Value |
oo L +
| address | 192.168.1.14 |
| admin state up | True |
| created at | 2018-11-20T06:09:58 |
| id | b6ed64fd-ddle-4775-90f2-4231444a0bbe |
| name | |
| operating status | NO MONITOR |
| project id | 9e4fel3ab6d7645269dc69579c027fded |
| protocol port | 80 |
| provisioning status | PENDING CREATE |
| subnet id | 2137f3fb-00ee-41a9-b66e-06705c724a36 |
| updated at | None |
| weight | 1 |
| monitor port | None |
| monitor address | None |
| backup | False |
T e +

octavia-api 0O0ODO0O OO CONF.networking.reserved ips0 O0O0OO O0O0O ipaddressd
O00 0 000,000 000000000 000 OO0 octavia-workerd ODODOOO.

member_flow
7

Create linear flow: create_member_flow

il

1, lifecycle_tasks MemberToErrorOnRevertTask

i

2.da

e

abase_tasks MarkMemberPendingCreateinDB

U

Task to caleulate the delta between the nics on the amphora and the ones we need. Returns a list for plumbing them. B' 3. network_tasks CalculateDelta

U

Task to plug and unplug networks. Loop through the deltas and plug or unplug networks based on delta H 4. network_tasks HandleNetworkDeltas

U

B s el Ve FRE, Iﬁ 5. amphora_driver_tasks AmphoraePostMetworkPlug

U

&, amphora_driver_tasks ListenersUpdate

U

7. database_tasks MarkMemberActivelnDB

n

U

8, database_tasks MarkPoolActivelnDB

+

U

9, database_tasks MarkLBAndListenersActivelnDB

;

membe _flow

Q

5
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Ugobobooo bbb obooooa.

CalculateDelta

TASK:CalculateDeltal OO0 OODOO Amphorall 00O 00O Amphorall OO NICODOO OO0
OO NCOO OO *“ 00" O 00dITask:CalculateAmphoraDeltal OO O OO

# file: /opt/rocky/octavia/octavia/controller/worker/tasks/network tasks.py

class CalculateAmphoraDelta(BaseNetworkTask):
default provides = constants.DELTA

def execute(self, loadbalancer, amphora):
LOG.debug("Calculating network delta for amphora id: %s",
amphora. id)

# Figure out what networks we want

# seed with lb network(s)

vrrp port = self.network driver.get port(amphora.vrrp port id)

desired network ids = {vrrp_port.network id}.union(
CONF.controller worker.amp boot network list)

for pool in loadbalancer.pools:
member networks = [
self.network driver.get subnet(member.subnet id).network id
for member in pool.members
if member.subnet id
]

desired network ids.update(member networks)

nics = self.network driver.get plugged networks(amphora.compute id)
# assume we don't have two nics in the same network
actual network nics = dict((nic.network id, nic) for nic in nics)

del ids = set(actual network nics) - desired network ids
delete nics = list(
actual network nics[net id] for net id in del ids)

add ids = desired network ids - set(actual network nics)
add nics = list(n_data models.Interface(
network id=net id) for net id in add ids)
delta = n_data models.Delta(
amphora_id=amphora.id, compute id=amphora.compute id,
add nics=add nics, delete nics=delete nics)
return delta

000 D00,00 000 000 0000 desired network idsOO OO O0O0ODO
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actual network nicsO OO0 00,000 delete nicsO OO0 add nicsO OD0OO0O OO
000 Delta data modelsO Task:HandleNetworkDeltasO OO OO Amphora NICO 00O O
o ooou oo oooog.

HandleNetworkDeltas

Task:HandleNetworkDeltall Amphora Deltal 0000 OOO0OO 00O O OO0 OO0 OO
goog.

# file: /opt/rocky/octavia/octavia/controller/worker/tasks/network tasks.py

class HandleNetworkDelta(BaseNetworkTask) :
"""Task to plug and unplug networks

Plug or unplug networks based on delta

def execute(self, amphora, delta):
"""Handle network plugging based off deltas.
added ports = {}
added ports[amphora.id] = []
for nic in delta.add nics:
interface = self.network driver.plug network(delta.compute id,
nic.network id)
port = self.network driver.get port(interface.port id)
port.network = self.network driver.get network(port.network id)
for fixed ip in port.fixed ips:
fixed ip.subnet = self.network driver.get subnet(
fixed ip.subnet id)
added ports[amphora.id].append(port)
for nic in delta.delete nics:
try:
self.network driver.unplug network(delta.compute id,
nic.network id)

except base.NetworkNotFound:
LOG.debug("Network %d not found ", nic.network id)
except Exception:
LOG.exception("Unable to unplug network")
return added ports

00000, added port returnd OO TASK:AmphoraePostNetworkPlugd OOO0O O0O0OO
a.

AmphoraePostNetworkPlug

Task: AmphoraePostNetworkPlugd memberd OO OO0 OO port OO network
namespacell 0000 OO0 OOOOO. AmphoraePostNetworkPlugO
AmphoraePostVIPPlugd OOOO OOO.000O create member flowd O OOOO, member
tenant-netd OO0 OO0O0O0O0O O0O0OO O O0O00ODO.000O create b flowdO OO0
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O,vip-netd 000 OOO0ODOOO0 ODOODO O OO0OOOO.O00,member0 VIPO OO0 OOOO
O 00 D000 amphoral OO0 O0O0O0OOO ODOO OODO ODODOO.

amphora_driver_tasks AmphoraAPIClient AmphoraAgentServer

loop / [oadbalancer.am phorael
alt__J [if amphora.id in added_pojts]

amp_post_plug.execute

loop /' [for port in ports]

self.client.plug_network(amphora, port_info) _|

‘ Insert the port infos of the attached interface into amphora's network namespace [ﬁ | POST plugjnetwark, body=port_info_ |

self._plug plug_network

i

At [ not mac_address interface not existingl

‘ check fixed ip whenter existing. Triggers an exception if it does not exist [ﬁ self._check_ip_addresses(fixed_ips=fixed_ips)

1

get default netns interface

i

get netns interface in namespace

1

a. Get path of network interface file in namespace

b. write port info into the interface file . . |
&, Wt i ik, o et s ) e mmeemeee Plugged interface <default netns interface= will becorme netns interface in the namespac:
d. Move the interfaces into the namespace

e if down && if up

1

= T T
amphora_driver_tasks AmphoraAPIClient AmphoraAgentServer

MemberD OO0 O Amphorall 0000 OO0 OO0 OOOOO

root@amphora-cd444019-ce8f-4f89-bebb-0edf76f41b77:~# ip netns exec amphora-
haproxy ifconfig
ethl Link encap:Ethernet HWaddr fa:16:3e:f4:69:4b
inet addr:172.16.1.3 Bcast:172.16.1.255 Mask:255.255.255.0
inet6 addr: fe80::f816:3eff:fef4:694b/64 Scope:Link
UP BROADCAST RUNNING MULTICAST MTU:1450 Metric:1
RX packets:12705 errors:0 dropped:0 overruns:0 frame:0
TX packets:613211 errors:0 dropped:0 overruns:0 carrier:0
collisions:0 txqueuelen:1000
RX bytes:762300 (762.3 KB) TX bytes:36792968 (36.7 MB)

ethl:0 Link encap:Ethernet HWaddr fa:16:3e:f4:69:4b
inet addr:172.16.1.10 Bcast:172.16.1.255 Mask:255.255.255.0
UP BROADCAST RUNNING MULTICAST MTU:1450 Metric:1

eth2 Link encap:Ethernet HWaddr fa:16:3e:18:23:7a
inet addr:192.168.1.3 Bcast:192.168.1.255 Mask:255.255.255.0
inet6 addr: fe80::f816:3eff:fel8:237a/64 Scope:Link
UP BROADCAST RUNNING MULTICAST MTU:1450 Metric:1
RX packets:8 errors:2 dropped:0 overruns:0 frame:2
TX packets:8 errors:0 dropped:0 overruns:0 carrier:0
collisions:0 txqueuelen:1000
RX bytes:2156 (2.1 KB) TX bytes:808 (808.0 B)

g oo ooobo oogo

# Generated by Octavia agent
auto eth2
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iface eth2 inet static

address 192.168.1.3

broadcast 192.168.1.255

netmask 255.255.255.0

mtu 1450

post-up /sbin/iptables -t nat -A POSTROUTING -p udp -o eth2 -j MASQUERADE
post-down /sbin/iptables -t nat -D POSTROUTING -p udp -o eth2 -j MASQUERADE

ListenersUpdate

00000 haproxy 0O OO0 Task:ListenersUpdated OO ODOOOO

# Configuration for loadbalancer 01197be7-98d5-440d-a846-cd70f52dc503
global

daemon

user nobody

log /dev/log localo

log /dev/log locall notice

stats socket /var/lib/octavia/1385d3c4-615e-4a92-aeal-c4fa51la75557.sock
mode 0666 level user

maxconn 1000000

defaults
log global
retries 3
option redispatch

peers 1385d3c4615e4a92aealc4fa51a75557 peers
peer 1 UstqOgE-h- Q1dlXLXBAiWR8U 172.16.1.7:1025
peer 008zAgUhIVITEXhyYZf2iHdxOkA 172.16.1.3:1025

frontend 1385d3c4-615e-4a92-aeal-c4fa51a75557
option httplog
maxconn 1000000
bind 172.16.1.10:8080
mode http
default backend 8196f752-a367-4fb4-9194-37c7eab95714
timeout client 50000

backend 8196f752-a367-4fb4-9194-37c7eab95714
mode http
balance roundrobin
fullconn 1000000
option allbackups
timeout connect 5000
timeout server 50000
server b6e464fd-ddle-4775-90f2-4231444a0bbe 192.168.1.14:80 weight 1
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000, memberD OOO0O OO backend(default pool)O O server <member id>
192.168.1.14:80 weight 1000 O0OOD0O O0O,00 0000 0000 OO OO0 OOO O
oo oooon

L7policy, L7rule O Health MonitorD OO ODOOO OO

L7policy 000 DOO OO0 OO OO(@@:pool OO,URLO OO OO OO O0O)D OODDO O DO

000, L7ruleDl ODOODOODO Listener OOOOO.
|7policy flow
| create linear flow: create_|7policy_flow
1. lifecycle_tasks.L7PolicyToErrorOnRevertTask
2. database_tasks.MarkL7PolicyPendingCreateinDB
3. amphora_driver_tasks.ListenersUpdate
4. database_tasks.MarkL7PolicyActiveinDB
5. database_tasks.MarkLBAndListenersActivelnDB
«!
|7policy flow

Q

L7Rule0 00 O00 OO0 OO0 OO OO0 OODOO,00 000000 O00ODOO L7policy O
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[7rule_flow

Create linear flow: create_|7rule_flow

L

1. lifecycle_tasks.L7RuleToErrorOnRevertTask

i}

2. database_tasks.MarkL7RulePendingCreatelnDB

U

3. amphora_driver_tasks.ListenersUpdate

L

4, database_tasks.MarkL7RuleActivelnDB

U

5. database_tasks.MarkL7PolicyActivelnDB

U

6. database_tasks.MarkLBAndListenersActivelnDB

1

[7rule flow

@]

goog.

Health Monitor 0 O O Pool O Memberl) 000 OO00ODOOO O O00O0,000000 00 00O

000 D000 000000 Oo0Ooo poold ODOOODO.

health_monitor_flow

Create linear flow: create_hm_flow

L

1. lifecycle_tasks.HealthMonitorToErroronRevertTask

U

2. database_tasks MarkHealthMonitorPendingCreatelinDB

L

3. amphora_driver_tasks ListenersUpdate

U

4, database_tasks MarkHealthMonitorActivelnDB

L

wn

. database tasks.MarkPoolActivelnDB

i

6. database_tasks MarkLBAndListenersActivelnDB

'H

health_monitor_flow

Q

0 O O O0O(L7policy, L7rule, Health Monitor)0 OO O0O0OOO?00 O OO0 uMLOOOOOOO
O O O00Od, L7policy, L7rule, Health Monitor 0 Pool OO OO0 OO0 OO0 ODOOODO.O000 O
0 TASK:ListenersUpdatell haproxy 00 OO0 000000 OO0 O000O.000 OO0 OO

000 0000 haproxyODO OO0 OO0 OO0 OO0O0O OO0O.
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U0 1.00 00 00

$ openstack loadbalancer healthmonitor create --name healthmonitorl --type
PING --delay 5 --timeout 10 --max-retries 3 8196f752-
a367-4fb4-9194-37c7eab95714

$ openstack loadbalancer 17policy create --name 17pl --action
REDIRECT TO POOL --redirect-pool 8196f752-a367-4fb4-9194-37c7eab95714
1385d3c4-615e-4a92-aeal-c4fa51a75557

$ openstack loadbalancer l7rule create --type HOST NAME --compare-type
STARTS WITH --value "server" 87593985-e02f-4880-b80f-22a4095c05a7

haproxy.cfg

# Configuration for loadbalancer 01197be7-98d5-440d-a846-cd70f52dc503
global

daemon

user nobody

log /dev/log localo

log /dev/log locall notice

stats socket /var/lib/octavia/1385d3c4-615e-4a92-aeal-c4fa51a75557.sock
mode 0666 level user

maxconn 1000000

external-check

defaults
log global
retries 3
option redispatch

peers 1385d3c4615e4a92aealc4fa5la’75557 peers
peer 1 UstqOgE-h- Q1dlXLXBAiWR8U 172.16.1.7:1025
peer 008zAgUhIVOTEXhyYZf2iHdx0OkA 172.16.1.3:1025

frontend 1385d3c4-615e-4a92-aeal-c4fa51a75557
option httplog
maxconn 1000000
# frontend http://172.16.1.10:8080
bind 172.16.1.10:8080
mode http
# ACL OOO0O
acl 8d9b8ble-83d7-44ca-a5b4-0103d5f90cb9 req.hdr(host) -i -m beg
server
# if ACL 8d9b8ble-83d7-44ca-a5b4-0103d5f90cb9 OO OO backend 8196f752-
a367-4fb4-9194-37c7eab95714
use backend 8196f752-a367-4fb4-9194-37c7eab95714 if 8d9b8ble-83d7-44ca-
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a5b4-0103d5f90ch9

# 00O ACL OO0 ODOO0OO OOO backend 8196f752-a367-4fb4-9194-37c7eab95714
0o oo
default backend 8196f752-a367-4fb4-9194-37c7eab95714
timeout client 50000

backend 8196f752-a367-4fb4-9194-37c7eab95714

# http DDOO OO

mode http

# RR OOO0O OO

balance roundrobin

timeout check 10s

option external-check

# ping-wrapper.sh 00000 O0OOO server OO OOODO

external-check command /var/lib/octavia/ping-wrapper.sh

fullconn 1000000

option allbackups

timeout connect 5000

timeout server 50000

#0000 00 OO0 (real server)JUOCODOO 8000OOD0OO0O inter 5s fall 3 rise

3

server b6e464fd-ddle-4775-90f2-4231444a0bbe 192.168.1.14:80 weight 1
check inter 5s fall 3 rise 3

Health Check Script (ping-wrapper.sh) OO0 OO0 OO PINGODOO 0ODOO.

#!/bin/bash
if [[ $HAPROXY SERVER ADDR =~ ":" 1]; then

/bin/ping6 -q -n -w 1 -c 1 $HAPROXY SERVER ADDR > /dev/null 2>&1
else

/bin/ping -q -n -w 1 -c 1 $HAPROXY SERVER ADDR > /dev/null 2>&1
fi

U0 20000 00

$ openstack loadbalancer healthmonitor create --name healthmonitorl --type
PING --delay 5 --timeout 10 --max-retries 3 822f78c3-ea2c-4770-bef0-
e97flac2eba8

$ openstack loadbalancer 17policy create --name 17pl --action
REDIRECT TO POOL --redirect-pool 822f78c3-ea2c-4770-bef0-e97flac2eba8
1385d3c4-615e-4a92-aeal-c4fa51a75557

$ openstack loadbalancer l7rule create --type HOST NAME --compare-type
STARTS WITH --value "server" fb90a3b5-c97c-4d99-973e-118840a7a236

haproxy.cfg

AllThatLinux! - https://atl.kr/dokuwiki/



Last update: octavia_Ib_
2024/10/10 00O _0O_0O https://atl.kr/dokuwiki/doku.php/octavia_lb_%EA%B5%AC%ED%98%84_%EB%B0%8F_%EB%B6%84%EC%84%9D
06:29 O

# Configuration for loadbalancer 01197be7-98d5-440d-a846-cd70f52dc503
global

daemon

user nobody

log /dev/log local®

log /dev/log locall notice

stats socket /var/lib/octavia/1385d3c4-615e-4a92-aeal-c4fa51a75557.sock
mode 0666 level user

maxconn 1000000

external-check

defaults
log global
retries 3
option redispatch

peers 1385d3c4615e4a92aealc4fa51a75557 peers
peer 1 UstqOgE-h- Q1dLXLXBAiWR8U 172.16.1.7:1025
peer 008zAgUhIVOTEXhyYZf2iHdx0OkA 172.16.1.3:1025

frontend 1385d3c4-615e-4a92-aeal-c4fa5la75557
option httplog
maxconn 1000000
bind 172.16.1.10:8080
mode http
acl 8d9b8ble-83d7-44ca-a5b4-0103d5f90cb9 req.hdr(host) -i -m beg
server
use backend 8196f752-a367-4fb4-9194-37c7eab95714 if 8d9b8ble-83d7-44ca-
a5b4-0103d5f90ch9
acl c76f36bc-92c0-4f48-8d57-al3e3b1f09el req.hdr(host) -i -m beg
server
use backend 822f78c3-ea2c-4770-bef0-e97flac2eba8 if
c76f36bc-92c0-4f48-8d57-al3e3b1f09%el
default backend 8196f752-a367-4fb4-9194-37c7eab95714
timeout client 50000

backend 8196f752-a367-4fb4-9194-37c7eab95714

mode http

balance roundrobin

timeout check 10s

option external-check

external-check command /var/lib/octavia/ping-wrapper.sh

fullconn 1000000

option allbackups

timeout connect 5000

timeout server 50000

server b6e464fd-ddle-4775-90f2-4231444a0bbe 192.168.1.14:80 weight 1
check inter 5s fall 3 rise 3
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backend 822f78c3-ea2c-4770-bef0-e97flac2eba8

mode http

balance roundrobin

timeout check 10s

option external-check

external-check command /var/lib/octavia/ping-wrapper.sh

fullconn 1000000

option allbackups

timeout connect 5000

timeout server 50000

server 7da6f176-36c6-479a-9d86-c892eccabae5 192.168.1.6:80 weight 1
check inter 5s fall 3 rise 3

00O 000,listenerd OO OO OO0 O shared pool 822f78c3-ea2c-4770-bef0-
e97flac2eba80 O OO0 backend sectiondl OO O ODOODOO.

Amphorall 00O OO0 OO

OO0 CADO OO OoOog ssLon

0000 amphora-agentd Octavia Controller Workerdd OO0 OO0 00O OO0DOOO O0OOO
O00.00 OctaviaD O OO0 CAODODOO O0OD ODOO ODOO oOO.

OO0 CAO 00O O0OD0O.000 OO0 amphoral OO OOODO OODO OO

i i O0:00 00 0C0DO0O0 0DOOo0obO ODoOobD ODoOb CAD Do oDOoDbo o
oooog b0 oo o b oboa.

Octaviad DashboardD OO0 O0OOO0 OODOOOO OpenStack OO/APIODOODO ODODOO OO O
O0000.000 0DO00,Octaviall OO0 CAODOD ODOD OO0 OO0 OO0 OO0 OO
ao:

1. amphora-agentd OO O0O0O0O OOOO,API0 0000 O00O0 OO ODOOO OQOOOO
a.

2. 0000 0000 amphorall '00 OO'D OODO OpenStack 00 OODOOO ODOOO OO
goobog.

Octaviad OO OpenSSLO OOO0O CADOD ODDOOD OD0O OO0OD0OODO O0OODOO.00 OOO
U oodoboooog.

$ source /opt/rocky/octavia/bin/create certificates.sh /etc/octavia/certs/
/opt/rocky/octavia/etc/certificates/openssl.cnf

CAUODO OO0 O O0ODDOO0ODODOO,000CAO00D0D0 0D0OD OO0 U0ODODDODO0DUODOD DOODO O
ooob.0oo0bo obo oo o0o4gb obob boobb b3 DO bob boob,b0b0 O
OO0 00OC0O0OO0 000 OO O0ODOO O0ODOOOO0DOOO0ODO0ODO.00D0 OO0 “OpenSSLO OO
0O 0O0CAD D000 0000 0000 OoO0" 0O Oob0 oDoOObO,000000D00D00 00
oo ooooo.
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Octavial OOOO0O OOO CAOD

$ 11 /etc/octavia/certs/

total 44

-rw-r--r-- 1 stack
-rw-r--r-- 1 stack
-rw-r--r-- 1 stack
-rw-r--r-- 1 stack
-rw-r--r-- 1 stack
-rw-r--r-- 1 stack
-rw-r--r-- 1 stack
-rw-r--r-- 1 stack
drwxr-xr-x 2 stack
drwx------ 2 stack
-rw-r--r-- 1 stack

-rw-r--r-- 1 stack

stack
stack
stack
stack
stack
stack
stack
stack
stack
stack
stack
stack

1294
989
1708
4405
6113
71
21

20
23

Oct 26
Oct 26
Oct 26
Oct 26
Oct 26
Oct 26
Oct 26
Oct 26
Oct 26
Oct 26
Oct 26
Oct 26

12:
12:
12:

12

12

51
51
51

:51
12:
12:
12:

51
51
51

:51
12:
12:
12:
12:

51
51
51
51

ca 01l.pem

client.csr
client.key
client-.pem
client.pem

index.txt

index.txt.attr
index.txt.old

newcerts
private
serial

serial.old

e newcertsdinr CAUO OO((@O)O OO0 OODO OO

e privatedin CAD OO OO OO

T~ AB

e serialfile: 000 OOOODO OO(e.g.01), 000 O0ODOD OO0 O0ODO OOODOD ODOO

10 O0d

e index.txtfile: OO0 ODOO OO
e ca Ol.pemPEMfile: CAO DO OO
e client.csrfile: 000 CSR(OODO OO 0OO)0ODO
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e client.keyfile: OO0 OO O OO
e client-.pem: PEMODO OO OO OODO OO
e client.pem: client-.pemO client.keyd OO0 OO

000 CAOODO OO0 OO0 Ooboo obo booo.

# create new amphora flowd O0OOO **TASK:GenerateServerPEMTask**[ amphora
oo oooo oooon.
[certificates]

ca_private key passphrase = foobar
ca_private key = /etc/octavia/certs/private/cakey.pem
ca certificate = /etc/octavia/certs/ca 01.pem

# AmphoraAPIClientd ODOOO, client.pem(00 DO0ODO OO0 OO O OO)O CA OO
OO0 0)I OoodOd amphora-agentd SSL OO0 OOOOO.

[haproxy amphora]

server ca = /etc/octavia/certs/ca 01.pem

client cert = /etc/octavia/certs/client.pem

# Task:CertComputeCreatell OO OO, CAODOOO OO0 OOOOO.
[controller worker]
client ca = /etc/octavia/certs/ca 01.pem

OooSSLO00 o000 oo boo oboo O,0b00b0 D00 0DbObO0 bDOoOoboOoDbo:

1. Amphorall 00O O CAODOO OO O0ODO ODOO OOOO, amphora-agentO00O0O O0O0O
O0 000 O FlaskOO O OO0DOO ODOOO HTTPSOODOOOD DOODOO.

2. AmphoraAPIClientd OO OO amphora-agentd OO0 OO O,CAO00OO ODOOO O
00000 O0000,000 0000 0000000 o0 SsLo0o ooooaa.

Amphora Agent 000 OO

00 amphorall OO OO0 OO0 OO0 O0OOOO.

# file: /opt/rocky/octavia/octavia/controller/worker/tasks/cert task.py

class GenerateServerPEMTask(BaseCertTask):
"""Create the server certs for the agent comm

Use the amphora id for the CN

def execute(self, amphora id):
cert = self.cert generator.generate cert key pair(
cn=amphora_id,
validity=CERT VALIDITY)

return cert.certificate + cert.private key
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Octavia Certificates local cert generator(OJ 00O )O anchor cert generator 0 OO OO
00000 0000, [certificates] cert generator 000 OO OO0 O 0OOO.

# file: /opt/rocky/octavia/octavia/certificates/generator/local.py

@classmethod
def generate cert key pair(cls, cn, validity, bit length=2048,
passphrase=None, **kwargs):
pk = cls. generate private key(bit length, passphrase)
csr = cls. generate csr(cn, pk, passphrase)
cert = cls.sign cert(csr, validity, **kwargs)
cert object = local common.LocalCert(
certificate=cert,
private key=pk,
private key passphrase=passphrase
)

return cert object

00 LocalCertGenerator.generate_cert_key paird OO0 OO0 O00OO0O:

1. Amphora OO 0O OO
2. AmphoraO 00O OO OO(CSR)OO
3. CAODOO AmphoraD 0 OODO OO0 OO

OO0 0000 000 00 000 000, create_certificates.sh DO OO 00O 0000 Octavia
CertificatesO cryptography 000000 OO00O0 ODO0O0OO0O OODOO.

TASK:GenerateServerPEMTaskD] 00O OO Amphorall OO OO O0O0OO OOOO, OO0
TASK:CertComputeCreatell Novall userdatal]d Nova Store metadata on a configuration drive 0 O

000 00 000 0000 AmphoraDO0OO0O DOOOO.Amphoral OO0O0O0 OO0 OOO
uobodooo,0g b0 bbb bbo0o oooo.

# file: /etc/octavia/amphora-agent.conf

[amphora agent]
agent server ca = /etc/octavia/certs/client ca.pem
agent server cert = /etc/octavia/certs/server.pem

GunicornHTTPOODO O0O0O O 000 OO0 0OD0O0OO0,0000 D000 OO0 OO0 oooOoao.

options = {
‘bind': bind ip port,
‘workers': 1,
‘timeout’': CONF.amphora agent.agent request read timeout,
"certfile': CONF.amphora agent.agent server cert,
‘ca certs': CONF.amphora agent.agent server ca,
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‘cert reqgs': True,

‘preload app': True,

‘accesslog': '/var/log/amphora-agent.log"',
‘errorlog': '/var/log/amphora-agent.log',
'loglevel': 'debug',

e key:certfile: Amphora-agentd OO OO O0O0O0O OOO.
e key:ca certs: Amphora-agentd CAOOOO OOO.

AmphoraAPIClientD OO0 OO0 OO

class AmphoraAPIClient(object):
def init (self):
super (AmphoraAPIClient, self). init ()

self.session = requests.Session()

self.session.cert = CONF.haproxy amphora.client cert
self.ssl adapter = CustomHostNameCheckingAdapter()
self.session.mount('https://', self.ssl adapter)

def request(self, method, amp, path='/', timeout dict=None, **kwargs):

LOG.debug("request url %s", path)
_request = getattr(self.session, method.lower())
~url = self. base url(amp.lb network ip) + path
LOG.debug("request url %s", url)
regargs = {
‘verify': CONF.haproxy amphora.server ca,
‘url': url,
‘timeout': (req conn timeout, req read timeout), }
regargs.update(kwargs)
headers = reqargs.setdefault('headers', {})

OO0 00O requests 1O OO00O0O ODODOO HTTPSOOO ODODOO ODODOO OODOO:

1. self.session.cert: Octavia(AmphoraAPIClient)D OO OO O0OOO OOO.

2. reqargs = {'verify': CONF.haproxy amphora.server ca, .;:CAOOOO OODO
goo og.

00000, Octavial OO CAO OO Amphorall Octavia Controller Worker OO0 HTTPS OO O OO
OO0 000000 0000 000 0000 AmphoraAPIClientd OO OO amphora-agentd OO O
OO O, AmphoraAPIClientd OO amphora-agentd 0000 ODOOO0OO0O,00 OO0 CADOOOO
O000 ODO0000O.amphora-agent 0000 CADO OO0 00000 OO0 OooO CAODODO O
000000 0000.000 0004 amphora-agentl OO OO OO, amphora-agentd OO0
000 00ooggsstooo oooon.
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EHE Amaphora iFREEBN

Amphora Instance 4— A7 Octavia iF#H Octavia
amphora-agent service — s Amphora 5 AmphoraAPIClient

Amphorall] 00O OO@MOO0O) OO

Health Manager

o HealthManager-0O OO OO O0OO OO amphoral DOOOOO OOOODO
@ O000 000 0000 0O0O000.00 amphorall OO0 OO0 OOO O
000 O0DO0@ooo)booo ooooao.

000 OO, Health Managerd O amphorall OO0 O0O0OO0OO,amphoral OO0 OOO0O OO
Oo0@ooOOo)ooooo booo0 00 OodbD ooooo ooooo.

O 00O Health Manager ServiceDl O0OO0O0O OO O O00OOO amphorad 00O OO0 ODOO0OO
0o o000 o,00 0o o0bddo oo oo ooo ood.

Amphorall 00O OOO0O

OO0 00000 000 ( octavia/cmd/health_manager.py ){0 00 0000, octavia-health-
manager 0 000 0000 UDPStatusGetter.check() O HealthManager.health_check() O O
O 0000 00000, 00 UDPStatusGetter.check()D OO0 ODODOOO0O0O.

# file: /opt/rocky/octavia/octavia/amphorae/drivers/health/heartbeat udp.py
class UDPStatusGetter(object):

"""This class defines methods that will gather heatbeats

The heartbeats are transmitted via UDP and this class will bind to a
port

and absorb them
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def init (self):
self.key = cfg.CONF.health manager.heartbeat key
self.ip = cfg.CONF.health manager.bind ip
self.port = cfg.CONF.health manager.bind port
self.sockaddr = None
LOG.info('attempting to listen on %(ip)s port %(port)s’',
{'ip': self.ip, 'port': self.port})
self.sock = None
self.update(self.key, self.ip, self.port)

self.executor = futures.ProcessPoolExecutor(
max_workers=cfg.CONF.health manager.status update threads)
self.repo = repositories.Repositories().amphorahealth

def update(self, key, ip, port):
"""Update the running config for the udp socket server

:param key: The hmac key used to verify the UDP packets. String
:param ip: The ip address the UDP server will read from
:param port: The port the UDP server will read from
:return: None
self.key = key
for addrinfo in socket.getaddrinfo(ip, port, 0, socket.SOCK DGRAM) :
al family = addrinfo[0O]
self.sockaddr = addrinfo[4]
if self.sock is not None:
self.sock.close()
self.sock = socket.socket(ai family, socket.SOCK DGRAM)
self.sock.settimeout(1)
self.sock.bind(self.sockaddr)
if cfg.CONF.health manager.sock rlimit > 0:
rlimit = cfg.CONF.health _manager.sock rlimit
LOG.info("setting sock rlimit to %s", rlimit)
self.sock.setsockopt(socket.SOL SOCKET, socket.SO RCVBUF,
riimit)
break # just used the first addr getaddrinfo finds
if self.sock is None:
raise exceptions.NetworkConfig("unable to find suitable socket")

Class:UDPStatusGetter(] octavia-health-manager 000 00O amphoral 0 000
heartbeats(O D OO OO)0 OO00O0 OO0 O0O0O.0O heartbeats0 OO0 OOOO OO O0OO
O000 00000 0oogo.init() OO0 OO, amphorall octavia-health-manager (0 [
O0000OD0OUDPODOOD ODOODOO,d00 (CONF.health_manager.bind _ip,
CONF.health_manager.bind_port)0 OO O0ODO.

O0: 000 amphorall octavia-health-manager OO0 OO0 0000 O0OO0O OO OO0O OO
oo oogd.

e Octavial OO0 O, ext-net 00O octaviall “Ib-mgmt-net"0 0 OOO0O OO,
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CONF.health_manager.bind_ipC OO OOOQO IPOODO OOO OO, amphorall octavia-
health-manager [0 0 0 0 OpenStack Management Network] OO0 OO0 O00OO0O0O.0O0O
O 0O 000 amphorall ext-netD OO IPO O0O0O0O 000,00 OO0 0OD0ODOO ODOOO
gooo.

e OctaviaeODO 0O,000 OOO tenant networkD lb-mgmt-netd 0 OOO0O OO,
CONF.health_manager.bind_ipd lb-mgmt-net|P0 OO0 O0O0OO O0O0O.0 OO Ib-
mgmt-net] OpenStack Management Network 00 OO0 OO0 O0OOO OOO.
devstack(l1 0 O lb-mgmt-netd OO0 OO0 ex-intD OO 00O, lb-mgmt-net 0 0 amphora
0 0000000000000 OO0 00 octavia-health-manager 0000 OO0 O O

b0 ogobbo.0obob oobboo bbb bbb boo oo boob bbb bbb O
ogobo ooo.

DevstackDDO OO OOOODO OOODO OOO

$ neutron port-create --name octavia-health-manager-standalone-listen-port \
--security-group <lb-health-mgr-sec-grp> \
--device-owner Octavia:health-mgr \
--binding:host id=<hostname> lb-mgmt-net \
--tenant-id <octavia service>

$ ovs-vsctl --may-exist add-port br-int o-hmo \

-- set Interface o-hm0@ type=internal \

-- set Interface o-hm0@ external-ids:iface-status=active \

-- set Interface o-hm0@ external-ids:attached-mac=<Health Manager Listen
Port MAC> \

-- set Interface o-hm0 external-ids:iface-id=<Health Manager Listen Port
ID>
# /etc/octavia/dhcp/dhclient.conf
request subnet-mask,broadcast-address,interface-mtu;
do-forward-updates false;

$ ip link set dev o-hmO@ address <Health Manager Listen Port MAC>
$ dhclient -v o-hm0@ -cf /etc/octavia/dhcp/dhclient.conf

0-hmO: flags=4163<UP,BROADCAST,RUNNING,MULTICAST> mtu 1450
inet 192.168.0.4 netmask 255.255.255.0 broadcast 192.168.0.255
inet6 fe80::f816:3eff:fef0®:b%ee prefixlen 64 scopeid Ox20<link>
ether fa:16:3e:f0:b9:ee txqueuelen 1000 (Ethernet)
RX packets 1240893 bytes 278415460 (265.5 MiB)
RX errors 0 dropped 45 overruns 0 frame 0
TX packets 417078 bytes 75842972 (72.3 MiB)
TX errors © dropped 0 overruns 0 carrier © collisions 0

OO0 OO0 ODOOO, uUbPStatusGetter.check()O O OO

def check(self):
try:
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obj, srcaddr = self.dorecv()
except socket.timeout:
# Pass here as this is an expected cycling of the listen socket
pass
except exceptions.InvalidHMACException:
# Pass here as the packet was dropped and logged already
pass
except Exception as e:
LOG.warning('Health Manager experienced an exception processing

"heartbeat packet. Ignoring this packet.
'"Exception: %s', e)
else:
self.executor.submit(update health, obj, srcaddr)
self.executor.submit(update stats, obj, srcaddr)

e self.dorecv()0 ODODO ODOOO OO

e self.executor.submit(update health, obj, srcaddr)0 O0O0OO healthO
amphora_health D000 OO0 OO

e self.executor.submit(update stats, obj, srcaddr)O OO0O0O statsO
listener_statistics OO0 00 OO OO

0000 amphorall OO0 heartbeats ODOO0OO ODOODOODOOO.

# file: /opt/rocky/octavia/octavia/cmd/agent.py

def main():
# comment out to improve logging
service.prepare service(sys.argv)

gmr.TextGuruMeditation.setup autorun(version)

health sender proc = multiproc.Process(name='HM sender',
target=health daemon.run sender,
args=(HM SENDER CMD QUEUE,))
health sender proc.daemon = True
health sender proc.start()

# Initiate server class
server _instance = server.Server()

bind ip port = utils.ip port str(CONF.haproxy amphora.bind host,
CONF.haproxy amphora.bind port)

options = {

‘bind': bind ip port,

‘workers': 1,

‘timeout’': CONF.amphora agent.agent request read timeout,

"certfile': CONF.amphora agent.agent server cert,

‘ca _certs': CONF.amphora agent.agent server ca,

‘cert reqgs': True,
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‘preload app': True,
‘accesslog': '/var/log/amphora-agent.log',
'errorlog': '/var/log/amphora-agent.log',
'loglevel': 'debug',

}

AmphoraAgent(server _instance.app, options).run()

amphora-agent 00 OO0OOO OO0 O, health_daemon.run_senderd OO0, 000
amphorald octavia-health-manager 0 0 00 heartbeatsD OO0 OOO0OO OOOOO.

# file:
/opt/rocky/octavia/octavia/amphorae/backends/health daemon/health_daemon.py

def run sender(cmd queue):
LOG.info('Health Manager Sender starting.')
sender = health sender.UDPStatusSender()

util.keepalived cfg path()
util.keepalived pid path()

keepalived cfg path
keepalived pid path

while True:

try:
# If the keepalived config file is present check
# that it is running, otherwise don't send the health
# heartbeat
if os.path.isfile(keepalived cfg path):
# Is there a pid file for keepalived?
with open(keepalived pid path, 'r') as pid file:
pid = int(pid file.readline())
os.kill(pid, 0)

message = build stats message()
sender.dosend(message)

except IOError as e:
# Missing PID file, skip health heartbeat
if e.errno == errno.ENOENT:
LOG.error('Missing keepalived PID file %s, skipping health '
"heartbeat.', keepalived pid path)
else:
LOG.error('Failed to check keepalived and haproxy status due

‘to exception %s, skipping health heartbeat.', e)
except OSError as e:
# Keepalived is not running, skip health heartbeat
if e.errno == errno.ESRCH:
LOG.error('Keepalived is configured but not running,
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'skipping health heartbeat."')
else:
LOG.error('Failed to check keepalived and haproxy status due

'to exception %s, skipping health heartbeat.', e)
except Exception as e:

LOG.error('Failed to check keepalived and haproxy status due to
‘exception %s, skipping health heartbeat.', e)

try:
cmd = cmd queue.get nowait()
if cmd == 'reload':
LOG.info('Reloading configuration')
CONF.reload config files()
elif cmd == 'shutdown':
LOG.info('Health Manager Sender shutting down.')
break
except queue.Empty:
pass
time.sleep(CONF.health manager.heartbeat interval)

run_sender 0 0 O build_stats message()0 00 0O heartbeatsO OO0 OO,
UDPStatusSender.dosend()0 0000 OD0O0O0O ODO0DOOO.000 OO, keepalived D00 O
O000 00000 0000 000 heartbeats ODO0O0 ODOOO ODOOO. O, keepalivedd O
000 amphorall OO0 OO0 amphorall OO0 0O0OO. 000 OO0 OO0 UDPOODO OOO
O, 00 URLO CONF.health_manager.controller_ip_port_listD] OO OOOO0O.

# file: /etc/octavia/octavia.conf

[health manager]

bind port = 5555

bind ip = 192.168.0.4
controller ip port list = 192.168.0.4:5555

000 OO0, octavia-health-managerl] amphora-agentl] 0000 heartbeats 00 OO0 O
O00 amphorall OO0 OO0 ODOOOODODO.

failover(C O O O)

00 00 00000 health_manager.HealthManager.health check()O OO0 00O0O0O0O OO0
oo oogogoo.

health check 0000 OO0OOOO amphora_health 0O 000 “staleamphora” OO0 O0O0O0O,
OO0 heartbeats D00 OO0 OO0 OO0 amphorall O O0.

# file: /opt/rocky/octavia/octavia/db/repositories.py
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def get stale amphora(self, session):
"""Retrieves a stale amphora from the health manager database.

:param session: A Sql Alchemy database session.
:returns: [octavia.common.data model]

timeout = CONF.health manager.heartbeat timeout
expired time = datetime.datetime.utcnow() - datetime.timedelta(
seconds=timeout)

amp = session.query(self.model class).with for update().filter by(
busy=False).filter(
self.model class.last update < expired time).first()

if amp is None:
return None

amp.busy = True

return amp.to data model()

00 stale amphorall 00 00O loadbalancerd OO 0O PENDING _UPDATEC 0O 00O, failover
amphora 00000 O0OO0O OOO. failover amphorall taskflow[
self._amphora_flows.get_failover_flow( [ [ .

failover UMLO O OOO

https://atl.kr/dokuwiki/ Printed on 2026/01/09 23:19



2026/01/09 23:19 59/64 OctaviaLBOO O OO

amphora_flows

1. Create linear flow: faillover_amphora_flow

2. lifecycle_tasks AmphoraToErrorOnRevertTask

:Delete the old amphora :.

3. database_tasks.MarkAmphoraPendingDeleteinDB

’H.

4. database_tasks.MarkAmphoraHealthBusy

i

5. compute_tasks.ComputeDelete

i

6. network_tasks WaitForPortDetach

‘U.

7. database_tasks.MarkAmphoraDeletedinDB

if

alt /' [if not load_balancer]

‘ If this is an unallocated amp (spares pool), we're done and return fal\over_amphora_ﬂowlﬁ

8. database_tasks.DisableAmphoraHealthMonitoring|

1

9. da

@

Save failed amphora details for Iater'ﬁ abase_tasks.GetAmphoraDetails

i

[Get a new amphora |
{Get a new amphora IF

10. self.get_amphora_for_lb_subflow

:U

Update amphora failover details in the database Iﬁ 11. database_tasks UpdateAmpFailoverDetails

i

12. database_tasks ReloadLoadBalancer

i}

a

13. database_tasks ReloadAmphora

Update the data stored in the flow from the database(table loadbalancer and amphora) Iﬁ

i

Prepare to reconnect the network interface(s) Iﬁ 1. network tasks GetAmphoraeNetuorkConfigs

i

15. database_tasks GetListenersFromLoadbalancer

i

16. database_tasks GetAmphoraeFromLoadbalancer

i

Plug the WIP ports inte the new amphera Iﬁ 17. network _tasks PlugviPPort

¥

18.

o

mphora_driver_tasks.AmphoraPostvIPPlug

i

19. Create unordered flow: update_amps_subflow

o

Listeners update needs to be run on all amphora to update their peer configurations. So parallelize this with an unordered subflow. H

L

Toop Tfor amp in load_balancer.amphorael

20. amphora_driver_tasks.AmpListenersUpdate

i

21. failover_amphora_flow.add{update_amps_subflow)

o

U

Plug the member networks inte the new amphora Iﬁ 22. network_tasks CalculateAmphoraDelta

!

3. network_tasks.HandleNetworkDelta

UN

N

4. amphora_driver_tasks.AmphoraePostMetworkPlug

i

5. database_tasks.ReloadLoadBalancer

N
o

i

alt /[if role == constants.ROLE_MASTER]

N
=3
o

atabase_tasks.MarkAmphoraMasterinDB

i

27.

@

elf.get_vrrp_subflow(role)

J

28. add linear FLOW: vrrp_subflow

»

i3

29.

»

‘ Task to get and update the VRRP interface device name from amphora Iﬁ dd TASK: amphora_driver_tasks.AmphoraUpdateVRRPInterfac

i

30. add TASK: database_tasks.CreateVVRRPGroupForLB

»

| Create a VRRP group for a load ba\ancsrlﬁ

i

31. add TASK: amphora_driver_tasks.AmphoraVRRPUpdate

»

| Task to update the WVRRP configuration of the loadbalancer amphorae. Iﬁ

i}

32. add TASK: amphora_driver_tasks.AmphoraVVRRPStart

o

|Tasktc start keepalived of all amphorae of a LB 5

i

33.

aturn vrrp_subflow

U

34, failover_amphora_flow.add(vrrp_subflow)

frole == constants.ROLE_BACKUP]
atabase_tasks.MarkAmphoraBackupIinDB

e

36. self.get_vrrp_subflow(role)

i}

37. failover_amphora_flow.add(vrrp_subflow)

U

[role == constants.ROLE_STANDALONE]
38. database_tasks MarkAmphorasStandAloneinDB

i

39. amphora_driver_tasks.ListenersStart

[}

40. database_tasks DisableAmphoraHealthMonitoring

1
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i

000,00 failover flowD “ OOamphoraOdO” O “ OO@mphorad00” O 0O OO0 O0OO0OO
O000.0000 TASKO 00O ODOoDoDOo00O,00000 0000 OO0 OoD0O0 oobOoooo.

e delete old amphora

(e}

o

o

o

o

MarkAmphoraPendingDeletelnDB
MarkAmphoraHealthBusy

ComputeDelete: amphora O O

WaitForPortDetach: amphorall OO O OO(@) 00O
MarkAmphoraDeletedIinDB

O0:00 OO0 OO0 amphoral freeamphorall 0, 00 OOO0O OOO.

e get a new amphora

o

o

(e}

o

o

o

o

o

o

(e}

get_amphora_for_Ib_subflow: 00 000 free amphorall 0O
UpdateAmpFailoverDetails: old amphorall 0 00 new amphorall 0O OO (OO
0 amphora)

ReloadLoadBalancer & ReloadAmphora: 0 000 00O OO loadbalancerd amphora
O 000 000 flowD storesd 00O

GetAmphoraeNetworkConfigs & GetListenersFromLoadbalancer &
GetAmphoraeFromLoadbalancer: listener, amphora0 O0O0O0O OO0 OO0 flowO
stores(] 00 ,amphora0 000 OO OO0 OO

PlugVIPPort: amphorall keepalived] VIP NIC O O

AmphoraPostVIPPlug: amphorall VIPNICO OO0O0O O00O0OOOODO OO
update_amps_subflow\AmpListenersUpdate: listener 0 000 00O O amphorald
haproxy 00 OO OOO0O, O flowd unordered D0 OO, OO listenerd OO0 OO0
RN

CalculateAmphoraDelta: amphorall OO0 NICO OO O0O0O0O NICO OO0 OO
HandleNetworkDelta: 000 OO0 OOO OO NICOO OO OO
AmphoraePostNetworkPlug: member] 00 OO0O0O OO0 O00O0O0O OO
ReloadLoadBalancer

MarkAmphoraMasterinDB

AmphoraUpdateVRRPInterface: amphorall 000 OO 0O0OO amphorald VRRP OO
000 ODO@@O:vrrp_interface)d OO0 0OOO

CreateVRRPGroupForLB: amphorall 00 0O OO loadbalancertt 0O /0 amphorae O O
good

AmphoraVRRPUpdate: amphorall 000 OO keepalived 0O OO VRRPOO OO0
U

AmphoraVRRPStart: keepalived 000 OO

ListenersStart: haproxy 000 00O

DisableAmphoraHealthMonitoring: 0 0 amphora_health OO 0000 OO OO

000 ODO0O0OO, amphora failoverd 000 OO0 O0OO 00O oldamphorall OO0 O,00 O
OO0 new amphorall 0O 00O, oldamphorall 00 OO0 (e.q., 0000O0O0)0O OO(e.g., 00
OO0 O00)O newamphorall OO OO0 OOODO.

oooo O

0:

@ 000000 oldamphoral 0000 00 new amphoral 0000 00 O

OO0 000 000,0000000000.00000000C 00 OO0/ (anti-
affinty 00 OD0OO0)0 OO OO0O,oldamphora00 0O OO0 OO0 O OO
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O,00 00000 00000 0U0b0ob0.0bboooOo APOD DOOO
LBO ERRORO0I0D OO O O00O0O,amphorall OO0 OO OO OOO0.00O0

. 000000 O0ODOODOOOO0OO0O0DOOOODOOOOO,00000 00
OO0 APID O0DO0ODOO OO0 OO0 DODOOO.00000 spares pooll

act/stdby 000 OO0 OO0 OO0O O OODOO.

OO0 00 000 oldamphorall OO0 O newamphorall OO O0DOO,00 OO0 ODOODOO.
OO0 O0,oldamphorall OOO0OO OOO O newamphorall OOD0O0 O O OO0 OOOO
OO0 000 D0O0O000.00000,000APIO00O OO0 newamphorall 00000 OOO0O
00, loadbalancerd OO0 OO ERRORD U000 O OO0OOO.000 APIODOO OOO OO API
O0000 D000 0000 000,00000 spaceamphorall 00 OO0 OO0 OO OO0
oo ooouod oogao.

U0 o ogd

MASTER amphorall 0 00O OO octavia-health-manager 0 0 0 O amphora failoverD 0000
og.

Nov 22 11:22:31 control@l octavia-health-manager[29147]: INFO
octavia.controller.healthmanager.health manager [-] Stale amphora's id is:
cd444019-ce8f-4189-bebb-0edf76f41b77

Nov 22 11:22:31 control@l octavia-health-manager[29147]: INFO
octavia.controller.healthmanager.health manager [-] Waiting for 1 failovers
to finish

old amphorae

2ddc4ba5-b829-4962-93d8-562de91fldab |
amphora-4ff5d6fe-854c-4022-8194-0c6801a7478b | ACTIVE | lb-mgmt-
net=192.168.0.23 |
amphora-x64-haproxy | ml.amphora |

| b237b2b8-afe4-407b-83f2-e2e60361fa®@7 | amphora-bcff6f9e-4114-4d43-
a403-573f1d97d27e | ACTIVE | lb-mgmt-net=192.168.0.11

| amphora-x64-haproxy | ml.amphora |

| 46eccfd7-bel0-47ec-89b2-0ded4d4ea3caec | amphora-cd444019-ce8f-4f89-
be6b-0edf76f41b77 | ACTIVE | lb-mgmt-net=192.168.0.9; web-server-
net=192.168.1.3; lb-vip-net=172.16.1.3 | amphora-x64-haproxy |
ml.amphora |

| bcO43b23-d481-45c4-9410-17b349987¢c98 | amphora-alclba86-6f99-4f60-b469-
a4a29d7384c5 | ACTIVE | lb-mgmt-net=192.168.0.3; web-server-
net=192.168.1.12; lb-vip-net=172.16.1.7 | amphora-x64-haproxy |
ml.amphora |

new amphoras

| 712ff785-c082-4b53-994c-591dlecObf7b | amphora-
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caabbaOf-1a68-4f22-9be9-8521695ac4f4 | ACTIVE | lb-mgmt-net=192.168.0.13
| amphora-x64-haproxy | ml.amphora |

| 2ddc4ba5-b829-4962-93d8-562de91fldab |
amphora-4ff5d6fe-854c-4022-8194-0c6801a7478b | ACTIVE | lb-mgmt-
net=192.168.0.23; web-server-net=192.168.1.4; lb-vip-net=172.16.1.3 |
amphora-x64-haproxy | ml.amphora |

| b237b2b8-afe4-407b-83f2-e2e60361fa07 | amphora-bcff6f9e-4114-4d43-
a403-573f1d97d27e | ACTIVE | lb-mgmt-net=192.168.0.11

| amphora-x64-haproxy | ml.amphora |

| bcO43b23-d481-45c4-9410-17b349987¢c98 | amphora-alclba86-6f99-4f60-b469-
a4a29d7384c5 | ACTIVE | lb-mgmt-net=192.168.0.3; web-server-
net=192.168.1.12; lb-vip-net=172.16.1.7 | amphora-x64-haproxy |
ml.amphora |

new amphora haproxy config

# Configuration for loadbalancer 01197be7-98d5-440d-a846-cd70f52dc503
global

daemon

user nobody

log /dev/log local®

log /dev/log locall notice

stats socket /var/lib/octavia/1385d3c4-615e-4a92-aeal-c4fa51a75557.sock
mode 0666 level user

maxconn 1000000

external-check

defaults
log global
retries 3
option redispatch

peers 1385d3c4615e4a92aealc4fa5la75557 peers
peer 3dVescsRZ-RdARBfYVLW6snVI9gI 172.16.1.3:1025
peer 1 UstgOgE-h- Q1d1XLXBAiWR8U 172.16.1.7:1025

frontend 1385d3c4-615e-4a92-aeal-c4fa51a75557
option httplog
maxconn 1000000
bind 172.16.1.10:8080
mode http
acl 8d9b8ble-83d7-44ca-a5b4-0103d5f90cb9 req.hdr(host) -i -m beg

server
use backend 8196f752-a367-4fb4-9194-37c7eab95714 if 8d9b8ble-83d7-44ca-

a5b4-0103d5f90ch9
acl c76f36bc-92c0-4f48-8d57-al13e3b1f09el req.hdr(host) -i -m beg

server
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use backend 822f78c3-ea2c-4770-bef0-e97flac2eba8 if
c76f36bc-92c0-4f48-8d57-al3e3b1f09%el

default backend 8196f752-a367-4fb4-9194-37c7eab95714

timeout client 50000

backend 8196f752-a367-4fb4-9194-37c7eab95714

mode http

balance roundrobin

timeout check 10s

option external-check

external-check command /var/lib/octavia/ping-wrapper.sh

fullconn 1000000

option allbackups

timeout connect 5000

timeout server 50000

server b6ed464fd-ddle-4775-90f2-4231444a0bbe 192.168.1.14:80 weight 1
check inter 5s fall 3 rise 3

backend 822f78c3-ea2c-4770-bef0-e97flac2eba8

mode http

balance roundrobin

timeout check 10s

option external-check

external-check command /var/lib/octavia/ping-wrapper.sh

fullconn 1000000

option allbackups

timeout connect 5000

timeout server 50000

server 7da6f176-36c6-479a-9d86-c892eccabae5 192.168.1.6:80 weight 1
check inter 5s fall 3 rise 3

new amphora keepalived config

vrrp_script check script {
script /var/lib/octavia/vrrp/check script.sh
interval 5
fall 2
rise 2

}

vrrp_instance 01197be798d5440da846cd70f52dc503 {
state MASTER
interface ethl
virtual router id 1
priority 100
nopreempt
garp master refresh 5
garp master refresh repeat 2
advert _int 1
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}

authentication {
auth_type PASS
auth pass b76d77e

}

unicast src ip 172.16.1.3
unicast peer {
172.16.1.7

}

virtual ipaddress {
172.16.1.10

}

track script {
check script

}

new amphorall 00 000 O00O0OO0 O0O0QO oldamphorall 0000, 00 OO ODO0OOODOO

O

I I N

Neutron-lbaas vs. LBaaS v2 API vs. Octavia vs. Octavia v2
API

0
O

0000 OO0 OO0 OO0 OO0 O LBaaSv2APIO Octaviav2 APID OOOO OO0 OO 10000.0
Uoobddood oo ooooo.

Neutron-lbaas: NeutronO OO OOO0OO0OO,00 LBaaSOOO ODOOODO.

LBaaS v2 API:LBaaS APIO v20O00O Neutron-lbaasO O OO OO0OO,00000,000,
O00 000000 o0ooooa.

Octavia: OpenStackD OO OODOOO,00 BaaSOO OOOCODOO.

Octavia v2 API: Octavia APIO v2 000 LBaaSv2 APIO OO 0O O0Od, Neutron-lbaasO
octaviadriverD OO OOQOOO.

oo

e https://www.cnblogs.com/jmilkfan-fanguiju/p/10589749.html
e https://blog.csdn.net/jmilk
e https://blog.51cto.com/u_15301988/3126511
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