2026/01/15 15:28 1/6 Ceph OSD node O O

0O

00T o] 4 I 0 1o 0 I8 4 T X 1= PP 3
I PP 3
L PP 3
I T O 1 PP PT PP 3
I 7 PP 3
I A 0 . . 3
[0 > I I I PP TP PP PP PTPPPPPPPPPPN 4
AN 1] 1 o] L= 4
oI 5
I PP PP PP PPP PR 6
I L L PP PR 6
I L PP 6

AllThatLinux! - https://atl.kr/dokuwiki/



Last update: 2021/02/18 11:02 ceph_osd_node_00 O https://atl.kr/dokuwiki/doku.php/ceph_osd_node_%EC%A0%9C%EA%B1%B0

https://atl.kr/dokuwiki/ Printed on 2026/01/15 15:28



2026/01/15 15:28 3/6 Ceph OSD node O O

Ceph OSD node 1 [J

HEN

e Ceph 3 (Luminous v12.x)

oo

e 0 OO0 OLDLODO OOOD OO0 OUOOD ODOODO Od.
e 00O ODOO ODDOO DUOOU UUD OUOLD.

oo oo on

[root@monitor ~]# ceph df
[root@monitor ~]# rados df
[root@monitor ~]# ceph osd df

o000 oooo(yoono od)

[root@monitor ~]# ceph osd set noscrub
[root@monitor ~]# ceph osd set nodeep-scrub

OO0 00 00 0Dbog (o osboood)

[root@monitor ~]# ceph daemon o0sd.0 config show

"osd max_backfills": "1"
"osd recovery max active": "3"
"osd recovery op priority": "3"

[root@monitor ~]# ceph tell osd.* injectargs --osd-max-backfills 1 --osd-
recovery-max-active 1 --osd-recovery-op-priority 1

oo :
https://access.redhat.com/documentation/en-us/red_hat_ceph_storage/3/html-single/configuration_gui

de/index#setting_a_specific_configuration_setting_at_runtime
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osbUd OO

OSDO 0O O OSDUODOD OO O 0O 0000 OO0 active+clean O O OO0 OO OSDOO OO
g ooooo oo.

Ansible 0 OO OO OO

OSDOODO OO0 OO0 ansibled 0000 OO shrink-osd.yml OO shrink-osd-ceph-
disk.yml OO0 OOOOO.OO osd scenariod collocated O non-collocated O OO,
shrink-osd-ceph-disk.yml O OO0O0O0O. osd scenariod lvmO OO, shrink-osd.yml
O 00000O.admin keyring O 000 O0O0OO OO0OO0O OOO.

1) ceph-ansible DO OO0 OO

[user@admin ~]$ cd /usr/share/ceph-ansible

2) 000 00000 00D 000 00 000 yamlOO OO

[root@admin ceph-ansiblel]# cp infrastructure-playbooks/shrink-osd.yml .
0o

[root@admin ceph-ansiblel]# cp infrastructure-playbooks/shrink-osd-ceph-
disk.yml .

3)0000 00 O00bL00 O0bOob0 boobobL booo OO

ansible-playbook shrink-osd.yml -e osd to kill=$ID -u $ANSIBLE USER
ansible-playbook shrink-osd-ceph-disk.yml -e osd to kill=$ID -u
$ANSIBLE USER

e $ID: 000 OSDUOU0.000ULUU UDUOD DDDD OO
e $ANSIBLE USER:ansible 00O OO

[user@admin ceph-ansible]$ ansible-playbook shrink-osd.yml -e osd to kill=1
-u user

0o

[user@admin ceph-ansible]$ ansible-playbook shrink-osd-ceph-disk.yml -e

osd to kill=1l -u user

4)0SD 00 OO OO

[root@mon ~]# ceph osd tree
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CLID OO0O0O0O bOobOo ooobo oo

U0 o0 ddibdreotU0 OO0 DUUOODL OD.00O0ODLDD ODDOUOO UOUOUOD OO near
fullOO O OO DOO0OO0O0

1HO0O0OODOO osb OO

[root@osd ~]# ceph osd out 4

OSDO 0O0O0O active+clean OODO OO0 OO OO OSDOO OO0 ODOOODO O0O.

2) 0o osboon OO

[root@osd ~]# systemctl disable ceph-osd@4
[root@osd ~]# systemctl stop ceph-osd@4

3) CRUSH mapd 00 OO OSDO O

[root@osd ~]# ceph osd crush remove osd.4

4000 00

[root@osd ~]# ceph auth del osd.4

5)0SD 00

[root@osd ~]# ceph osd rm 4

6) 00 0000 0000 /etc/ceph.confO OO OO OSDOOOODO ODDOOO ODOOO

[0osd.4]
host = $HOST NAME

7) /etc/fstab 00 OO OSDOOO OO OO

8) 000 /etc/ceph OO OOUOO OO OO0 OO0 OO

[root@osd ~]# scp /etc/ceph/ceph.conf root@node4:/etc/ceph/
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00 oo

OO0 OShO OO OO 00O 000 00 oo boo oogo.

[root@monitor ~]# ceph osd crush rm <O 00>

Ooog od

g bbb oot gooo bbb oo oo bbb oo oo bbb oooa.

[root@monitor ~]# ceph daemon osd.0® config show
[root@monitor ~]# ceph tell osd.* injectargs --osd-max-backfills 1 --osd-
recovery-max-active 3 --osd-recovery-op-priority 3

[root@monitor ~]# ceph osd unset noscrub
[root@monitor ~]# ceph osd unset nodeep-scrub

oot

e https://access.redhat.com/documentation/en-us/red_hat ceph_storage/3/html/operations_guide/
handling-a-node-failure#removing-a-ceph-osd-node-ops
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