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HH##HA# O 0000 Ceph Pool OO

[root@ceph ~]# ceph osd pool create volumes 16
[root@ceph ~]# ceph osd pool create images 16
[root@ceph ~]# ceph osd pool create vms 16
[root@ceph ~]# ceph osd pool create backups 16
[root@ceph ~]# ceph osd pool create metrics 16
[root@ceph ~]# ceph osd pool create gnocchi 16

[root@cephl ~]# ceph osd pool application enable volumes rbd
enabled application 'rbd' on pool 'volumes'

[root@cephl ~]# ceph osd pool application enable images rbd
enabled application 'rbd' on pool 'images'

[root@cephl ~]# ceph osd pool application enable vms rbd
enabled application 'rbd' on pool 'vms'

[root@cephl ~]# ceph osd pool application enable backups rbd
enabled application 'rbd' on pool 'backups'

[root@cephl ~]# ceph osd pool application enable metrics rbd
enabled application 'rbd' on pool 'metrics'

[root@cephl ~]# ceph osd pool application enable gnocchi rbd
enabled application ‘rbd' on pool 'gnocchi'

##### CephFS 0D OODO
[root@ceph ~]# ceph osd pool create manila data 16
[root@ceph ~]# ceph osd pool create manila metadata 16

##### client.openstack OO0 OO

[root@ceph ~]# ceph auth add client.openstack mgr 'allow *' mon 'profile
rbd' osd 'profile rbd pool=volumes, profile rbd pool=vms, profile rbd
pool=images, profile rbd pool=backups, profile rbd pool=metrics, profile rbd
pool=gnocchi, profile rbd pool=manila data, profile rbd

pool=manila metadata’

ceph auth add client.glance mgr 'allow *' mon 'profile rbd' osd 'profile rbd
pool=images'

ceph auth add client.cinder mgr ‘allow *' mon ‘'profile rbd' osd 'profile rbd
pool=volumes'

ceph auth add client.cinder-backup mgr 'allow *' mon 'profile rbd' osd
'profile rbd pool=backups'

ceph auth add client.nova mgr 'allow *' mon 'profile rbd' osd 'profile rbd
pool=vms'

ceph auth add client.gnocchi mgr 'allow *' mon 'profile rbd' osd 'profile
rbd pool=gnocchi'

ceph auth add client.manila mgr 'allow *' mon 'profile rbd' osd 'profile rbd
pool=manila data, profile rbd pool=manila metadata'

[root@ceph ~]# ceph auth list
client.openstack

AllThatLinux! - https://atl.kr/dokuwiki/



Last
update:
2024/03/27
02:27

ceph_openstack_
00 _0_00_0O https://atl.kr/dokuwiki/doku.php/ceph_openstack_%EB%B3%BC%EB%A5%A8_%EB%B0%8F_%EA%B3%84%EC%A0%95_%EC%84%A4%EC%A0%95
O

key: AQDL+/9gCTn9FBAAhImovklrAThK9Q30+Dg9CA==

caps: [mgr] allow *

caps: [mon] profile rbd

caps: [osd] profile rbd pool=volumes, profile rbd pool=vms, profile rbd
pool=images, profile rbd pool=backups, profile rbd pool=metrics

##### CephFS 0D O OO

[root@ceph ~]# ceph auth add client.manila mon 'allow r, allow command "auth
del", allow command "auth caps", allow command "auth get", allow command
"auth get-or-create"' osd 'allow rw' mds 'allow *' mgr 'allow *'

[root@ceph ~]# ceph auth get-key client.manila
AQDQ991cAAAAABAARaXFrTnjH9a039POiVvYyg==

[root@ceph0l ~]# ceph auth get client.cinder -o
/etc/ceph/ceph.client.cinder.keyring
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