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Ceph Journal disk [0 []

O 0O : Redhat Ceph 3 (Luminous 12.x) O O :
https://access.redhat.com/documentation/en-us/red_hat_ceph_storage/3/html/operations_guide/mana
ging-the-storage-cluster-size#replacing-a-journal-using-the-command-line-interface-ops

CephOOOODO OSD O Journalll 00 ODOOO OOOOOD (osd scenario: collocated O
OO000O0)DOO0O OoDOO00O ODOooOo esSbd 000 00 dofoodno oooD.0b0o ooo ooo
0000 OD0OD0 OO (osd _scenario: non-collocated D OODODOO)D OSDOO 00 0000
o oo ooogoon.

good

OO0O000 nooutl O OOO.

[root@osdl ~]# ceph osd set noout

OO0 000 OoSbo DOoDoOoOd.

[root@osdl ~]# systemctl stop ceph-0sd@$0SD ID

OO0 OOooOooo osbho ooooo.

[root@osdl ~]# ceph-osd -i $0SD ID --flush-journal
00000 00 00 0000 00 000.000 sgdisk --delete=$0LD PART NUM - -
$0OLD DEV PATHO O O.

« $0LD PART NUMODO 0O 00O OO
« $0LD DEV PATHOO OO OO OO

OO0 OO0 /dev/sdal O OO

[root@osdl ~]# sgdisk --delete=1 -- /dev/sda
O00 00 D000 0O0000.sgdiskD0O0O0 O0OO0O OO0 OO0OO OODOOOO.000
000 sgdisk --new=0:0:$JOURNAL SIZE -- $NEW DEV PATHOODO.

e $JOURNAL SIZEODOD OO OOOO OO (OO 5GB.O0O 10GBOODO OOOO O0O)
e NEW DEV PATHOOD OOODOO OO0 OO OO

leGBO O OO0 OO OO0 OO OO

AllThatLinux! - https://atl.kr/dokuwiki/


https://access.redhat.com/documentation/en-us/red_hat_ceph_storage/3/html/operations_guide/managing-the-storage-cluster-size#replacing-a-journal-using-the-command-line-interface-ops
https://access.redhat.com/documentation/en-us/red_hat_ceph_storage/3/html/operations_guide/managing-the-storage-cluster-size#replacing-a-journal-using-the-command-line-interface-ops

Last update: 2021/02/17 03:13 ceph_journal_disk_0O0 O https://atl.kr/dokuwiki/doku.php/ceph_journal_disk_%EA%B5%90%EC%B2%B4

[root@osdl ~]# sgdisk --new=0:0:10240M -- /dev/sda

g oo oo oo bobbb oo

e $0LD PART UUID OO OSDO journal uuidO OO0 UUIDO.OOOO OSDOOO UUIDO
/var/lib/ceph/osd/ceph-0/journal uuid
« NEW DEV PATHOO OO0 D000 OO

[root@osdl ~]# sgdisk --change-name=0:"ceph journal" --partition-
guid=0:21279726-a32d-4101-880d-e8573bb11cl6 --typecode=0:097c058d-0758-4199-
a787-ce9bach13f48 --mbrtogpt -- /dev/sda

0 000 00 sgdiskD JO0O0OO0 OOO0 OO0 OO OO0 DOOOODOO0.00O oo

b gobb obbo boboodo oooo.

ggg oo od

[root@osdl ~]# ceph-osd -i $0SD ID --mkjournal

osboOd oo

[root@osdl ~]# systemctl start ceph-o0sd@$0SD ID

OSDO nooutlOO OO

[root@osdl ~]# ceph osd unset noout

oo oob oooooo oo

[root@osdl ~]# ceph-disk list

oot

e https://access.redhat.com/documentation/en-us/red_hat ceph_storage/3/html/operations_guide/
managing-the-storage-cluster-size#replacing-a-journal-using-the-command-line-interface-ops
e https://access.redhat.com/solutions/2328701
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