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Ceph 4 failed disk [ [

Ceph4 00 faileddisk OO0 OO OOOO

1.000 000 O0SbU DbooOoOb.O0)Oooo oobo booobo osbobO 1200 OO

[root@osd ~]# ceph osd destroy 11 --yes-i-really-mean-it

2.00 000 Oooobo obo boo b0 bbb bodb oob oobobo.0ob ooobo oo
Uo0ood oo oodobb obbd zapbi ooo.

[root@osd ~]# ceph-volume lvm zap /dev/sde

3.000SDIDO OOOO O OShbO oDoooo.

[root@mon ~]# ceph-volume lvm create --osd-id 11 --data /dev/sde

oot

* https://access.redhat.com/documentation/ko-kr/red_hat ceph_storage/4/html/operations_guide/r
eplacing-an-osd-drive-while-retaining-the-osd-id_ops
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