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Upstream Release Cadence

CephO0OODOO OOD 200 ODOOO ODODOODOO.0 OO0 ODOO ODOO AZOOO OOO
00000000 O00)LTS(Long Term Support) 0O 0 O 2000 O00OO0O0O. Infernalis OO
O00 000 000 D000 D000D00.000 000 000 000000 1000 RC(Release

Candidate) 00O 2000 OO OO ODOOOO.

Upstream Ceph Versions

Release code name Version|LTS| Release date Retirement date
Argonaut 0.48.x July 2012 retired
Bobtail 0.56.x January 2013 retired
Cuttlefish 0.61.x May 2013 retired
Dumpling 0.67.x |Yes| August 2013 May 2015
Emperor 0.72.x November 2013 May 2014
Firefly 0.80.x |Yes| May 2014 December 2015
Giant 0.87.x October 2014 May 2015
Hammer 0.94.x |Yes| April 2015 August 2017
Infernalis 9.2.x November 2015 April 2016
Jewel 10.2.x |Yes| April 2016 June 2018
Kraken 11.2.x January 2017 August 2017
Luminous 12.2.13 |Yes| August 2017
Mimic 13.2.10| % | 2018-03-01 2020-06-01
Nautilus 14.2.14| % | 2019-03-01 2021-06-01
Octopus 15.2.7 | % | 2020-03-01 2022-06-01
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Redhat Ceph Storage Version

Redhatd Ceph Storage 00 OO0 CephO0O0OO OOOLTSOOO OOOO OODOOO.

Release Upstream Upstrgam nger_a'l End of Life ELS add-on
code name version Availability

Inktank Ceph ,

Enterprise 1.1 Dumpling 0.67.x 2014-02-04 2015-07-31 N/A
Red Hat Ceph Storage | pireqy 0.80.x 2014-07-16  |2016-05-31  N/A
Red Hat Clegh Storage| o mmer 0.94. 2015-06-25  |2018-06-30| on request
Red Hat Cezph Storagel  jayel 10.2.x 2016-08-25  |2019-11-16 2021-12-17
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Release Upstream Upstrf_-am Ge:tner_a_l End of Life ELS add-on

code name version Availability
Red Hat Ce3ph Storage| | minous 12.2.x 2017-12-05  |2021-02-28|2023-06-27
Red Hat Ce4ph Storage| o utilus 14.2.x 2020-01-31  |2023-01-31/2025-04-30

% RedHat OO Ceph OO 30 O0OOO +20 ELSO0O OODOOO.

gogd

e https://access.redhat.com/support/policy/updates/ceph-storage
e https://access.redhat.com/articles/1372203
e https://www.redhat.com/en/topics/data-storage

oot ogon

oo obb Ob oo oo bob oogo

Hardware|ceph-osd ceph-mon ceph-radosgw ceph-mds
Processor |1x AMD64 or Intel 64 Iln’; 3“2264 OF  |1x AMD64 or Intel 64 |1x AMD64 or Intel 64

1 GB per daemon (but
depends heavily on
configured MDS cache

16 GB for the host, plus
RAM an additional 2 GB of |1 GB per daemon |1 GB per daemon
RAM per OSD daemon

size)
One storage device per 10 GB per 1 MB per daemon, plus
Disk OSD daemon, separate q P 5 GB per daemon space for log files
. aemon .
from the system disk (varies)
Network 2x Gigabit Ethernet 2x Gigabit 2x Gigabit Ethernet  |2x Gigabit Ethernet
NICs Ethernet NICs NICs NICs

Oo0O0OooSb00O0OD0 ODOOU0O ODoOO00O0 oDOoUO.ooggo oSbOOODUdO ODDOUUO ODOoOO bOood
000000000 00D OOoDoDO0O0.opoo oSb0bO00 ObOo0 OO OooOobO OobO oo
g oobob ooooo. oo oo oboobob o ooooo.
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O00.100000 00000 ODOo0O0DO 1200 OSDOOODO ODOOOOO ODOOODO. (120 OSD

0 10G, 480 OSD =40G 0 0)

Redhat Ceph Storage 1 [0 OO OO

e Monitornode O O 30 OO
e OSDnode 00O 30 OO
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e MGRnode OO 20 OO

000 O 000 OSD Disk (3copy replicationC OO 30 O00)
MDSnode 00O 20 OO (CephFSOOO)

RADOSGW O 0O 20 OO (Object Gateway OO 0O)

Ceph Storage Adminnode(0 00O O. 00 0O0)
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